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This paper presents a dense logic design for matching multiple regular expressions with a field
programmable gate array (FPGA) at 104+ Gbps. It leverages on the design techniques that enforce
the shortest critical path on most FPGA architectures while optimizing the circuit size. The
architecture is capable of supporting a maximum throughput of 12.90 Gbps on a Xilinx Virtex
4 LX200 and its performance is linearly scalable with size. Additionally, this paper presents
techniques for parsing data streams to provide semantic information for patterns found within
a data stream. We illustrate how a content-based router can be implemented with our parsing
techniques using an XML parser as an example. The content-based router presented was designed,
implemented, and tested in a Xilinx Virtex XCV2000E FPGA on the FPX platform. It is capable
of processing 32-bits of data per clock cycle and runs at 100 MHz. This allows the system to
process and route XML messages at 3.2 Gbps.
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1. INTRODUCTION

With emerging new research efforts in biotechnology and computer networks, we
foresee the increased need for fast and flexible pattern matchers. Recently, there
has been a lot of research into leveraging reconfigurable hardware technologies for
obtaining compact and fast pattern matching engines. However, much of the pre-
vious work focused mainly on the performance and size of the pattern matcher;
often sacrificing the degree of expressive power of the matchers. In this paper,
we attempt to address this issue by introducing a fully scalable regular expression
pattern matcher.
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Additionally, all of these pattern matchers simply determine if a given pattern
is present in a packet without considering the context of the pattern in the data
stream. Without contextual information, the identified information has limited use.
Therefore, we present parsing techniques to enable a higher level of understanding of
data streams. These techniques are then utilized in the design and implementation
of a content-based router.

1.1 Contributions

This paper makes several contributions in the areas of high-speed pattern matching
and parsing. In the area of pattern matching, we present a new high-speed archi-
tecture that is both scalable and capable of searching for regular expressions. In the
area of parsing, we present a technique for mapping regular grammars directly onto
FPGA hardware. Finally, we utilize these techniques to develop a content-based
router that is capable of multi-gigabit speeds.

1.2 Overview

The paper is organized as follows. Section 2 discussed related work in the areas of
high-speed pattern matching and hardware-accelerated parsing. Section 3 presents
two prominent logic-based pattern matching architectures developed by the FPGA
research community. This section also describes how these architectures can be
combined to create a new scalable architecture for matching regular expression
patterns. In section 4, we describe an architecture for parsing regular languages.
Finally, section 5 describes how our pattern matching and parsing techniques were
used to develop a content-based router. The paper concludes in section 6.

2. RELATED WORK

This section discussed related work in the areas of hardware-accelerated pattern
matching and parsing.

2.1 Hardware-Accelerated Pattern Matchers

In recent years, a great deal of work has been done in the field of high-speed
hardware-accelerated pattern matchers. In 2001, Sidhu and Prasanna presented
a method for mapping regular expressions into nondeterministic finite automata
(NFA) that could then be mapped onto FPGA hardware [R. Sidhu and V. K.
Prasanna 2001]. In [Franklin et al. 2002] Franklin et al. illustrated how this tech-
nique can be used to map the patterns found in the Snort [Roesch 1999] database
onto an FPGA. An additional pattern matching architecture for Network Intrusion
Detection Systems (NIDS) was presented by Cho in [Cho et al. 2002]. In [Moscola
et al. 2003] regular expression patterns were converted into deterministic finite au-
tomata (DFA) and mapped onto an FPGA. In [Clark and Schimmel 2003], Clark
and Schimmel introduced the idea of pre-decoding input characters into single bit
lines to reduce the number of comparators required for matching patterns. Sour-
dis presented the idea of using a pipelined comparator for matching patterns in
[Sourdis and Pnevmatikatos 2003]. In [Baker and Prasanna 2004], Baker presented
an architecture where all string comparators are connected to a single pipeline of
decoded characters. In other work, Baker combines a small microcontroller with
a bit-split architecture to create a high-speed regular expression matcher with the
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flexibility to modify the pattern set on-the-fly [Baker and Hong-Jip Jung 2006].
Work by Bispo expanded on Sidhu’s work in [R. Sidhu and V. K. Prasanna 2001]
by adding support for Perl-compatible regular expressions [Bispo et al. 2006].

2.2 Hardware-Accelerated Parsers

Hardware-accelerated parsing has not been an extensively studied problem. How-
ever, there does exist a small amount of previous work. In [Ciressan et al. 2000;
Cristian-Raul et al. 2001], hardware-based parsers were implemented using the
Cocke-Younger-Kasami (CYK) algorithm . While these implementations do man-
age to decrease the O(n?®) time complexity of the CYK algorithm down to O(n?),
the space required by the algorithm remains unchanged at O(n?), where n is the
length of the input string. Such a large space requirement makes the CYK algorithm
unsuitable for network applications that need to maintain parsing information for
millions of network flows simultaneously.

Other previous work includes a hardware-based implementation of an Early
parser [Koulouris et al. 1998]. Again, the space requirements for this table driven
parsing algorithm make it unsuitable for network applications.

More recently, work by Cho in [Cho and Mangione-Smith 2005] presents two
architectures, one for an LL(1) parser and another for an LR(1) parser. Both
architecture take an approach similar to their software counterparts using table
lookups in conjunction with a stack to parse the input.

3. HARDWARE-ACCELERATED PATTERN MATCHING

The regular expression pattern matching architecture presented in section 3.4 of
this paper is the result of studying several fast FPGA based pattern matchers.
These pattern matchers and their key concepts are described sections 3.1, 3.2 and
3.3.

3.1 Pre-decoded Character Bits

Common among many of the FPGA based pattern matchers is the idea of pre-
decoding characters. Since the regular expression patterns contain a fixed set of
characters, we can use a pre-decoder to efficiently reduce the amount of space
required by the design [Clark and Schimmel 2003]. The decoder logic is an 8-bit
input AND gate with inversion of the bits needed to identify each character. Each
letter used in the pattern is decoded uniquely to assert a single bit. The conversion
from 8-bits per character to a single bit per character significantly reduces the
amount of logic and routing required by the design. Since there is a relatively small
penalty for a large fanout in FPGA, the pre-decoders are used in most of the recent
pattern matching architectures.

3.2 Pipelined Regular Expression Chain

The pipelined regular expression chain is a technique for mapping regular expres-
sions into a hardware representation of an NFA as described in [R. Sidhu and V. K.
Prasanna 2001]. It can be thought of as a pipeline of AND gates as shown in figure
la. At each stage of the pipeline, the output is asserted when the decoded character
bit and the output of the previous stage are both asserted. Such a chain is capable
of detecting specified strings in data streams. For this method, each character of
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the pattern requires a single AND gate followed by a D-flip flop (DFF). The ele-
mentary functional unit in most FPGAs consists of one 4-bit input look-up-table
(LUT) followed by a DFF. Therefore, the number of functional units for the above
method corresponds to the total number of characters in the pattern set.

This fixed string matching architecture can easily be extended to recognize a
richer set of patterns with functions such as not, or, one-or-none, one-or-more, and
zero-or-more. These functions are represented as logic primitives in figure 1. One
can instantiate combinations of these elementary logic templates to build a full set
of regular expression detectors.

b a
a
i v i i 3 ;
Regex = ab Regex =!a Regex=ab Regex=a? Regex=at+ Regex=a"
(a) Sequential (b) Not (c) Or / One-or-None  (d) One-or-More/ Zero-or-More

Fig. 1. Constructing regular expressions

3.3 Pipelined Character Grid

An architecture by Baker attempts to optimize the use of logic by buffering the
pre-decoded characters into a pipelined grid structure [Baker and Prasanna 2004].
Given such a grid of decoded characters, one can detect string patterns by ANDing
all the corresponding decoded bits from different stages of the pipeline as shown in
figure 2. Therefore, the pattern length must be less than or equal to the length of
the pipeline. Since similar patterns tend to reuse the decoded outputs, the size of
the grid is relatively constant. Therefore, the DFF resource requirement for this
method is proportional to the number of patterns instead of characters. Given four
input LUTSs, the number of LUTs for long patterns can be reduced to a quarter of
the pipelined chain method.

The pipelined character grid can also be scaled by widening the input width.
Since patterns can begin at any given alignment, a duplicate copy of the character
decoder must be instantiated for each input byte alignment. For each pattern,
its corresponding AND gate that detects a pattern must be replicated for each
alignment. Then the outputs of the gates need to be ORed together to detect a
match. Due to logic reuse, this architecture tends to yield denser designs for a
larger pattern set. However, this logic compression is enabled by sacrificing the
ability to match regular expressions.
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Fig. 2. Simple example of pattern matcher using pipelined character grid

Pattern 2: "cbc" =c¢, * b, * ¢,

3.4 Timed Segment Matching

In studying the above techniques, we discovered that we can merge ideas from
both architectures to create an even more space efficient regular expression pattern
matcher [Moscola et al. 2006b]. The new architecture consists of a pipeline of
decoded characters in conjunction with primitives similar to those used by the
regular expression chain. This technique allows efficient use of FPGA resources
while still being scalable and capable of matching regular expressions.

A pattern matcher in Baker’s pipelined character grid detects an entire pattern
at one instance by simply connecting all the corresponding decoded bits to a single
AND gate [Baker and Prasanna 2004]. While examining such a design, we saw
the opportunity to compress the size of the pipeline by matching small segments
of the pattern at a time. By matching small segments of a pattern on subsequent
clock cycles, some of the pipeline stages are reused allowing the grid structure to
be compressed. While formulating the general effect of this, we found that the
change was equivalent to combining the pipelined chain with the character grid
architecture. Another way to express the approach is to combine four consecutive
characters from a pipelined regular expression chain into a single LUT/DFF pair.
In order to accomplish this, incoming characters are buffered using a pipelined
character grid whose registers are reused for each of the patterns in the pattern set.
We refer to this matching method as Timed Segment Matching (TSM).

In most FPGAs, a basic block consists of a 4-input look up table (LUT) followed
by a D-flip flop (DFF) and other supporting discrete gates. The design with shortest
critical path would be the one where each pipeline stage would consist of only one
level of basic blocks. With such a design criterion, the string comparator to match
an N character pattern with AND gates, as shown in figure 3a, takes a minimum
of Ei(l:c)lg4N] [4—1\“ gates. Note that this number does not include the logic required
by the decoded character pipeline. By connecting the AND gates in a tree-like
structure, the minimum latency is [logsN] stages. In addition to pipelined stages
of AND gates, one must consider detection latency to indicate where the pattern
starts or ends. Since pattern lengths can vary in practice, detection signals of
shorter patterns must be delayed by (S — 1) —wu clock cycles, where S is the number
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Fig. 3. Fast FPGA pattern matchers for “aaaabbbccec” using pipelined character grid; (a) Zanp
uses AND gate matching and (b) Zrg uses timed segment matching method.

of stages in the longest pattern in the patten set and w is the number of stages
in the short pattern of interest. This delay ensures that patterns are detected in
the order in which they appear in the data stream and that short patterns cannot
indicate a match prior to longer patterns that preceded them in the data stream.

On the other hand, the logic architecture for the TSM method is simpler. The
TSM architecture starts with a character pipeline similar to the one used in the
pipelined character grid architecture. String comparators, similar to the regular
expression chains in Sidhu’s architecture, are used to detect each pattern in the
pattern set (figure 3b). However, unlike Sidhu’s architecture, the TSM architecture
utilizes the character pipeline to buffer characters so that multiple characters can be
matched by each AND gate. This allows more efficient use of logic resources. String
comparators, like the one shown in figure 3b are generated by chaining together
enough 4-input AND gates for the pattern of interest. The first AND gate in the
chain is used to match the first four characters of the pattern. Subsequent AND
gates in the chain only match 3 characters each since they must also include the
result of the previous AND gate. Pseudocode for generating a string comparator
for the TSM architecture is shown in figure 4.

Matching an N character pattern using the TSM method yields a minimum of
[%1 logic blocks with a latency that is directly proportional to the length of the
string. Through simple analytical observations, we find that EirlzofMN] f%] > f%]
for N > 0. This indicates that the logic requirements for string comparators in our
TSM architecture are less than or equal to logic requirements of string comparators
in the pipelined character grid. More interesting, is that this is achieved while
simultaneously creating an architecture that is capable of matching both strings and
regular expression patterns. Another positive consequence of this method is that
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L = length(input_string);

for (j=1; j<=L; j++) { // for each character in the input string
gate_num = ceiling((j-1)/3); // determine which AND gate to connect character to
C = input_stringl[jl; // set C to the jth character of input string
if (j==1) { // if this is the first character of the string

S = ceiling((L / 3) * 2) + ((L % 3) % 2); // determine what stage of the character
// pipeline to get the character from

// create first 4-input AND gate in the string comparator

// connect output of character C from stage S of the character pipeline to AND gate
}
else if ((j%3==2) && (gate_num >= 2)) { // if the previous AND gate is full

S++; // account for register delay in the string comparator

// connect output of previous AND gate to input of new AND gate in string comparator

// connect output of character C from stage S of the character pipeline to AND gate
}
else {

// connect output of character C from stage S of the character pipeline to AND gate
}

S--; // decrement position of character pipeline to account for consumed character

Fig. 4. Pseudocode to generate a string comparator for the TSM architecture

information about a match is carried through the pipeline allowing the architecture
to keep track of partial matches as they occur. This allows the TSM architecture
to indicate that a match has occurred immediately after the last character of a
pattern enters the pipeline, regardless of the length of the pattern.

3.4.1 Regular Expression Pattern Detection. Simple AND gate based detection
requires a pipelined character grid where the number of pipeline stages is greater
than or equal to the longest pattern. Since regular expressions can represent pat-
terns that are infinitely long, it is impossible for the simple AND gate matcher and
character grid to match all regular expressions. However, TSM modifies the detec-
tion method by adding a structure similar to pipelined regular expression chain.
Given such a pattern matching structure, we are able to adapt the primitives for the
pipelined regular expression chain for use in the TSM architecture. We illustrate
the basic regular expression operations through examples shown in figure 5. The
regular expression operations (e.g. zero-or-more) are shown in the shaded regions.
The operations are shown as part of larger patterns to better illustrate how they
are used.

Both the zero-or-more operation (figure 5a) and the one-or-more operation (fig-
ure 5b) require a feedback path that allows the chain to iteratively match repeating
substrings. Additionally, these two operations require that additional registers be
placed in that feedback path. The additional registers ensure that the pipelined
character grid has enough time to receive the characters required for the next iter-
ation of the regular expression operation. Note that the total number of registers
required in the feedback path is equal to the number of characters involved in the
given regular expression operation. For example, in figure 5a the regular expression
“aaaa(abc)*cec” contains the zero-or-more operation. The number of characters
included in the zero-or-more operation is three. This means that the total number
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b) , = aaaa(ab)+ecc

d) 23 = (anaa | abed)cee

©) 2, = anaa(abe)?cce

Fig. 5. Regular expression operations in the timed segment matching architecture

of registers required in the feedback path is also three.

The regular expression operation in figure 5c is the one-or-none operation. This
operation does not include a feedback loop, but it does require additional registers
similar to the zero-or-more and one-or-more operations. Again, the number of
additional registers required is equal to the number of characters included in the
regular expression operation. The final operation show in figure 5d, the alternation
operation, is the simplest of the regular expression operations. It requires the
addition of only a single OR gate to the chain. No additional delay registers are
required.

Accordingly, it is easy to see how more complex regular expression can be con-
structed using the basic components for each of the regular expression operations.
An example using both the zero-or-more operation and the alternation operation
is shown in figure 6. Notice that the different size substrings in the alternation op-
eration require a different number of delay registers. Thus an extra DFF is inserted
at the input of the larger substring.

Coy
| c
‘hz 0
1A — I
: I
| |
L

7, = aaaa(abc | ba)*ccc

Fig. 6. TSM example for “aaaa(abc|ba)*ccc”

3.4.2  Scalable Architecture. Our TSM architecture can also be scaled while still
maintaining its small size and the ability to scan for regular expression patterns.
First, the character grid pipeline must be duplicated for each byte of the input
width to provide decoded bits for every alignment, as shown in figure 7. Then the
pipelined regular expression chains are constructed for each alignment. Although
there are specific techniques to handle different regular expressions, we focus on
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the architecture for zero-or-more. Once its concept is understood, one can easily
elaborate to build circuits for other operations (e.g. “a+” is equivalent to “aa*”).

Q3 — A3 — A3 83 A 33 ) 33 ) A3 ) B ) a3

——p
by by by by b3 bss bg3 by be by
data3-» decoder . : S . . . c : . R
03 13 23 33 43 53 63 73 83 93
=] ZaN} ZaN] =] ZaN] =] ZaN} ZaN] ZaN}
Ap A A A% A% 3% 3 A [ 4 ) e
by, by, by, by, by, bs, b, by, bg, by,
data2-» decoder . . - . - . . - . PR
0© 12 » 3 2 52 62 7 32 92
=] ZaN} ZaN] =] ZaN] =] ZaN} ZaN] ZaN}
D A 8 % 3 % A 3 o
b b b, b b, b b, b b, b,
01 11 21 31 41 51 61 71 81 91
datal-»{ decoder
Coi Ci Ca C31 C41 Cs1 Ce1 71 Cs1 Coi
=] ZaN} ZaN] =] ZaN] =] ZaN} ZaN] ZaN}
Qo — 0 D0 B0 M0 30 1 %0 ) Mo 3o ) B
bl)() bl() bZU b3() b41] bSO bé‘) b70 bSU bg“
data0-»{ decoder rulireirsireireiseicesire el >
00 10 20 30 40 50 60 70 80 90
P ey PN s P s P s S S0 i 2 mn PN s P s

Scaled Pipelined Character Grid

Fig. 7. Wide pipeline grid for 4x scaled architecture

For a fixed string, the matching circuitry at each byte offset can be treated as an
independent engine until they are ORed together at the end. However, the logic
design complexity can grow rapidly when one attempts to scale regular expressions.
This is because expressions that immediately follow alternation, one-or-none, one-
or-more, or zero-or-more operations may start at multiple alignments. When the
matchers are instantiated for all possible alignments, the entire circuitry can become
exponentially large. Fortunately, we find that most of the instantiations turn out
to be duplicated logic which can be combined and reused.

To clearly understand the design process, we present a couple examples of the
zero-or-more regular expression operation on a 4-byte input datapath. Four copies
of the character grid are instantiated as shown in figure 7. The pre-decoded char-
acters bits from these grids are then used by the pattern matching pipelines. Con-
struction of a scaled chain works in a similar fashion to that of the single character
wide version, by concatenating AND gates together (or regular expression primi-
tives as shown in previous sections). The location of the character grid from which
to retrieve the character works similarly to the single character wide version. How-
ever, in the scaled version, four characters advance through the character grid on
each clock cycle. This means that if the scaled chain is currently examining the
data?2 position of stage 0 in the scaled pipeline grid, on the next clock cycle it must
examine the datal position of stage 1. This ensure that all characters get examined
while processing a data stream.

The simplest example of a scaled regular expression pattern matcher in our TSM
architecture occurs when the regular expression operation includes same number of
characters as the width of the input. In the example in figure 8a, notice that the
zero-or-more regular expression operation (“*7) is operating on the four character
string “bbbb”. In this case, the substring in the “*” operation is the same length
as the width of the data input. Since any number of iterations of the “*” operation
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410
403
202

Y = aaa(b)*ccc

Fig. 8. Examples of the zero-or-more regular expression operation in the scaled
TSM architecture

do not change the alignment of the immediately following substring “ccc”, the
pattern matchers do not cross over to the other parallel matchers. In the example
in figure 8b, the “*” is operating on the single character string “b”. In this case,
the substring in the “*” operation is a single character. Therefore, every iteration
of “b” would change the expected alignment for the “ccc” substring. As a result,
every matcher is connected to its adjacent matcher.

The above examples are regular expressions that are less than or equal to the
width of the pipeline. However, our architecture is not restrictive. For substrings
that are greater than the width of the pipeline, the substring can simply be broken
down into smaller substrings while still applying the rules described in the previous
sections. The example in figure 9 shows the iterative loop required for a regular
expression operation that is larger than the pipeline width.

Fig. 9. TSM architecture for ...“(abbacddc)*”...
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3.5 Implementation

Using an automatic VHDL generator, we generated hardware for five of the pattern
matching architectures described in this paper. The architectures implemented
in this section include the 8-bit regular expression chain', the 8-bit and 32-bit
pipelined character grid?, and the 8-bit and 32-bit version of timed segment matcher
architectures. To evaluate the five architectures, each was generated with five
different pattern sets. The pattern sets range in size from 300 bytes to 3000 bytes.

Additionally, we generated architectures that scan for full regular expressions
using the 8-bit regular expression chain, and the 8-bit and 32-bit timed segment
matcher architectures. The regular expressions were randomly generated in the
form of “abcd(efgh)*ij”. Because the 8-bit and 32-bit pipelined character grid
architectures don’t support regular expressions, no regular expression hardware
was generated for those architectures.

3.5.1 Area and Performance. The hardware for each pattern set was synthesized
and placed and routed on the Xilinx Virtex 4 LX200 -11 chips. For synthesis, we
used Synplicity’s Synplify Pro v8.1. Placing and routing was completed using
version 7.1 of the Xilinx back-end tools. Tables I and II, show the complete results
for all the different architectures for each of the pattern sets we implemented.

8-bit Input (1 Character Wide)

Regex Chain Pipelined Grid TSM
#of Freq TP LUTs Freq TP LUTs Freq TP LUTs
Chars | MHz | Gbps LUTs IByte DFFs MHz | Gbps LUTs /Byte DFFs MHz Gbps LUTs /Byte DFFs

300 436 349 319 106 471 438 3.50 172 0.57 730 432 3.46 168 0.56 600
600 433 3.46 572 0.95 747 399 3.19 266 0.44 1032 429 343 290 0.48 864
1200 441 353 1016 0.85 1212 436 3.49 422 0.35 1508 430 3.44 504 0.42 1289
2100 426 341 1672 0.80 1886 403 3.22 684 0.33 2197 435 348 856 041 1921
3000 411 3.29 2287 0.76 2503 420 3.36 931 031 2818 432 3.46 1202 0.40 2497

Table I. Device utilization for pipelined regular expression chain and pipelined
character grid architectures

32-bit Input (4 CharactersWide)

Pipelined Grid TSM
#of Freq TP LUTs Freq TP LUTs
chars | MHz | ebps | “UT | seyte | PFFS | MHz | cbps | VTS | /Byte | PFFS

300 398 12.74 586 195 1609 403 12.90 542 181 1153
600 382 1221 913 152 2292 391 1252 942 157 1731
1200 368 1176 1511 126 3426 395 12.64 1676 140 2766
2100 377 12.05 2433 116 5049 374 1198 | 2773 132 4315
3000 359 1148 3372 112 6576 384 1229 | 3832 128 5831

Table II. Device utilization for the architectures

Implemented as described by Sidhu [R. Sidhu and V. K. Prasanna 2001]
2Implemented as described by Baker [Baker and Prasanna 2004]
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As with the regular expression chain and pipelined character grid, our TSM
architecture allows for very high clock frequencies. Both the 8-bit and 32-bit TSM
architectures are capable of running at similar clock frequencies to those of the
equivalent size chain or pipelined grid architectures. These high clock frequencies
translate to bandwidths of up to 3.46 Gbps for the 8-bit architecture and 12.90
Gbps for the 32-bit architecture. It is worth noting that as the size of pattern sets
increase, the clock frequency for all of the different architectures decreases slightly.
This decrease in frequency is attributed to the increasing fanout of the decoded
character bits as the size of the pattern set increases.

4 N
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5 /./
=)
21 2500 /
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& 2000 _—
£ /.// /
=}
Z 1500
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Number of Pattern Bytes

—&— 8-bit chain —e— 8-bit pipeline —&—8-bit TSM —&— 32-bit pipeline ——32-bit TSM

-

Fig. 10. LUTSs vs. Number of Pattern Bytes

Including all of the decoder logic, the 8-bit TSM architecture utilizes only 0.40
LUTs/byte of the pattern for the 3000 byte pattern set. This is almost half the
size of the regular expression chain architecture which requires 0.76 LUTs/byte for
the same pattern set. The 8-bit pipelined character grid is slightly smaller than
the TSM architecture, requiring only 0.31 LUTs/byte. The 32-bit TSM architec-
ture and the 32-bit pipelined character grid are also similar in size requiring 1.28
LUTs/byte and 1.12 LUTs/byte respectively. The graph in figure 10 shows the
number of LUTs required by each of the different architectures. The graph shows
that the LUT resource requirement for the 8-bit regular expression chain is sig-
nificantly larger than either of the other two 8-bit architectures. The 8-bit TSM
architecture, while slightly larger than the 8-bit pipelined character grid, manages
to stay close in size even with the added ability to do regular expression pattern
matching.

The number of LUTs/byte achieved by all of the architectures decreases as the
size of the pattern set increases. This is because as the size of the pattern set
increases, all of the decoder logic required by the architectures becomes a smaller
and smaller percentage of the overall logic required. This means that the number
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Fig. 12. DFFs vs. Number of Pattern Bytes

of LUTs/byte for all of the architectures will asymptotically approach some value
representing the minimum space requirements achievable by the architecture as
shown in figure 11. The graph also shows that the lowest LUT resource utilization
for the 8-bit and 32-bit TSM architectures are comparable to that of the 8-bit and
32-bit pipelined character grid architectures.

The timed segment matching designs are the smallest architecture in terms if D-
flip flop (DFF) utilization. For the largest pattern set, the 8-bit TSM architecture
requires fewer DFFs than either of the other two 8-bit architectures. The 32-bit
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TSM architecture also requires fewer DFFs than the 32-bit pipelined character grid
as shown in figure 12.

By calculating trend lines for both the number of LUTs and DFFs required for
each architecture, it becomes clear that the DFFs are the limiting factor in the
number of pattern bytes that can be programmed into the FPGA. Therefore, by
having a smaller DFF resource requirement, the TSM architecture will be able to
scan for larger pattern sets than both the regular expression chain and the pipelined
character grid architecture. Using the trend line, the maximum number of strings
that the Xilinx Virtex 4 LX200 FPGA can accommodate can be calculated to be
approximately 31K patterns given that the patterns have an average length of 8
bytes.

In addition to fixed strings, we generated regular expression pattern matchers
using the 8-bit regular expression chain, and the 8-bit and 32-bit timed segment
matcher architectures. Each architecture was generated to scan for 300 regular
expression patterns in the form “abed(efgh)*ij”. The results for the architectures
are shown in table III.

8-bit Input (1 Character Wide) 32-bit Input (4 Character sWide)
Regex Chain | Pipelined Grid TSM Pipelined Grid TSM
LUTs 2913 N/A 1409 N/A 6676
DFFs 3087 N/A 1748 N/A 5395

Table III. Device utilization when scanning for regular expressions

The results clearly show that 8-bit TSM architecture is much smaller than the
8-bit chain architecture in both LUT and DFF resource utilization when scanning
for regular expressions.

4. HARDWARE-ACCELERATED LANGUAGE PARSING

While pattern matching may be sufficient for applications such as network intrusion
detection systems and spam filters, it may not powerful or expressive enough for
many other applications. One such application is content-based routing. When
a spam filter detects a false positive the end result may be that a valid email is
incorrectly labeled as spam. However, false positives in a content-based router may
have many undesirable affects, including improperly routed packets, excessively
high latencies, packets that never reach their destinations, and networks that are
bogged down by incorrectly multicasted packets. By incorporating a parser into
the network we can achieve a higher level of understanding of streaming data.
This higher level of understanding can reduce the number of false positives and
help to alleviate the previously mentioned problems. The remainder of this section
describes an architecture that can add semantic meaning to patterns that are found
within streaming data.

4.1 Fast Regular Language Parser

Unlike other parsers which use a table to look up the next state of the parser, our
regular language parser converts the rules of a regular grammar into a nondeter-
ministic finite automaton (NFA) [Moscola et al. 2006¢]. Representing the grammar
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as an NFA has two main benefits. First, it allows the grammar to be converted
into a highly pipelined logic structure that can be mapped directly onto an FPGA.
Using FPGA logic, as opposed to memory, allows for higher throughput. An NFA
representation also allows the parser to exploit the parallelism of the FPGA by
exploring all possible parsing paths in parallel. Additionally, an NFA generally has
fewer states than its deterministic counterpart, thus allowing for a more compact
representation.

For each terminal symbol Z
FIRST[Z] — {Z}
repeat
For each production X - Y, ... Y,
if Y, ... Y, aredl nullable(or if k=0)
then nullablg X] < true
For each i from1to k, each j fromi+1to k
if Y, ... Y, aredl nullable (orif i=1)
then FIRST[X] — FIRST[X] O FIRSTTY;]
if Y, ... Y, areall nullable (orif i=k)
then FOLLOW([Y,] — FOLLOW[Y,] 0 FOLLOW[X]
if Y,, ... Y,_, aredl nullable (or if i+1=))
then FOLLOW[Y,] — FOLLOW[Y,] 0 FIRSTIY;]
until FIRST, FOLLOW and nullable no longer change

Fig. 13. Algorithm for finding FIRST() and FOLLOW () sets from a production list

To model the grammar as an NFA, we use the well-known FIRST and FOLLOW
set algorithms for predicative parsers [Aho et al. 1986]. These algorithms accept a
grammar as input and output all the information necessary to construct an NFA.
As defined in [Appel 1998], FIRST («) is the set of all terminal symbols that can
begin any string derived from «. FOLLOW («) is defined as the set of terminal
symbols that can immediately follow . The FIRST and FOLLOW set algorithms
are shown in figure 13. To illustrate these algorithms, we use the sample grammar
shown in figure 14. The FIRST and FOLLOW sets for this grammar are displayed
in a table in figure 15.

Using the FIRST and FOLLOW sets, an NFA for the grammar can be con-
structed as follows. First, a state is created for each of the terminal symbols in
the grammar, including the end-of-input symbol ($) which represents the accepting
state. In the sample grammar, the terminal symbols are received, from, by and
done. Then, for each terminal symbol, a transition is created to each of the termi-
nal symbols in its FOLLOW set. Finally, the start states (multiple start states are
possible) are identified. The FIRST set of the starting symbol identifies all of the
terminal symbols that can start the grammar. The corresponding state for each
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Symbol ‘ FIRST Set ‘ FOLLOW Set

S { received } {$}
No. ‘ Production L { received } { done }
1 S S T done received | { received } | { from , by }
2 | L — received from L | received by from { from } { received }
by { by} { done }
done { done } {$}

Fig. 14. Sample regular grammar

Fig. 15. FIRST and FOLLOW sets for symbols
in the grammar

e/

| |

| |

| |

| |

| |

| |

| |

: received :

received received } }
from i i

@ @ : from :
| |

by | |

: done :

() : :

done | |

: accept :

e ]

Fig. 17. Hardware parser for grammar shown in
Fig. 16. NFA for grammar in figure 14 figure 14

starting symbols is identified as a starting state. Figure 16 shows the NFA for the
sample grammar in figure 14.

A similar approach can be used to map the grammar directly into hardware. To
build the hardware logic for the regular language parser, each terminal symbol in the
grammar is represented using a simple primitive. The primitive, which can be seen
in figure 17, consists of a single register and an AND gate. The inputs to each of the
AND gates include the current state of the primitive (i.e. the output of the register)
and a detection signal from a pattern matcher. When the pattern matcher detects
a string which is representative of a terminal symbol in the grammar, it asserts
a signal which is connected to the AND gate of the primitive for that symbol.
The output of each AND gate represents a transition in the state of the grammar.
Transitions are again determined from the FOLLOW sets of each of the terminal
symbols in the grammar. The output of an AND gate for a terminal symbol is
routed to the input of each of the primitives in its FOLLOW set. If the register
of a primitive requires multiple inputs, an OR gate is used to combine the inputs
into a single input for the primitive. As with the NFA model, the FIRST set of the
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starting symbol of the grammar provides the initial input to the parsing structure.
This input can be asserted at the beginning of a data stream to initialize the parsing
structure.

While this technique does work for the grammar shown in figure 14, it may not
work for all regular grammars. For example, adding the rule S — not received
done to the grammar results in the addition of done into the FOLLOW set of
received. This, in turn, results in the addition of a connection between the output
of the received primitive and the input of the done primitive in figure 17. The
addition of this connection results in a parsing structure that accepts invalid inputs.
For example, the new parsing structure accepts the input received done, which is
not defined by the grammar. To alleviate this problem, the original grammar can
be modified by making each occurrence of a terminal symbol a unique symbol that
is assigned its own primitive in the parsing structure. To illustrate, figure 18 shows
the original grammar after adding the rule S — not received done and making
each terminal symbol unique.

No. ‘ Production
1 S — L done; | not; received; dones
2 | L — receiveds from; L | receiveds by

Fig. 18. Sample grammar for a regular language

received3 not, received , not

by; received;
done done,
done,
accept accept
L e e e e e e e e e e e e e e e e
Fig. 19. Hardware parser for grammar in Fig. 20. Simplified parsing structure for grammar
figure 18 in figure 18
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The parsing structure that is generated for this new grammar using the FIRST
and FOLLOW set technique described earlier is shown in figure 19. Note that there
is now a primitive for each occurrence of each terminal symbol in the grammar and
the structure only accepts the intended language. This structure can subsequently
be minimized to decrease the number of primitives required for the parsing struc-
ture. For each terminal symbol X, if the input sets to X; and X; are equivalent, the
primitives for X; and X; can be merged into a single primitive. This can be seen
in figures 19 and 20 where receiveds; and receiveds are merged into received,.
Primitives for terminal symbols X; and X; can also be merged if the FOLLOW
sets of X; and X are equivalent. This is shown in figures 19 and 20 where done;
and dones are merged into done,. Figure 20 shows the parsing structure for the
grammar in figure 18 after being minimized.

When combined with a pattern matcher, the hardware parser described in this
section is capable of maintaining the state of a data stream. While doing so, the
parser can also forward pattern information along with the state of the parsing
structure for each pattern to a back-end for further processing. The back-end can
utilize this information to take appropriate actions for the desired application. The
following section describes how this technique can be used to develop intelligent
network applications.

5. CONTENT-BASED ROUTING MODULE

To help illustrate our hardware-based parsing technique and how it can be used
in intelligent network applications, this section describes the implementation of a
content-based router using the fast regular language parser presented in section 4.1
[Moscola et al. 2006a]. Our architecture for content-based routing can route packets
with many different formats. Instead of routing packets based simply on strings
that appear within the packet, our architecture parses the entire packet payload.
Packet formats to be routed are specified using grammars. In this paper we illus-
trate how our architecture is configured and used to route XML packets. Since its
introduction, XML has become the format of choice for exchanging information over
networks. Additionally, we choose XML because there are many grammars already
available for XML messages in the form of document type definitions (DTD).

<! ELEMENT card (rout ekey, nane, title?, phone?)>
<! ELEMENT rout ekey (#PCDATA) >

<! ELEMENT nane ((first, last) | (last, first))>
<! ELEMENT first ( #PCDATA) >

<! ELEMENT | ast ( #PCDATA) >

<IELEMENT title (#PCDATA) >

<! ELEMENT phone (#PCDATA) >

Fig. 21. DTD for example implementation

Figure 21 shows an example DTD which represents a simple business card. It
contains fields for a first name, a last name, a title, and a phone number. Addi-
tionally, the DTD contains a routekey field which indicates which field the router
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STRING [ a- zA- Z0-9-] +

%

card: "<card>" routekey nane title phone "</card>"
rout ekey: "<rout ekey>" route "</routekey>"
route: routefirst | routel ast
routefirst: "first"

routelast: "last"

nanme: "<nane>" nanmeN "</ nanme>"

nameN: nanmeFL | nameLF

nameFL: firstFL lastFL

nanelLF: lastLF firstLF

firstFL: "<first>" STRING "</first>"

| ast FL: "<l ast>" STRING "</ ast>"

| ast LF: "<last>" STRING "</l ast>"
firstLF: "<first>" STRING "</first>"
title: "<title>" STRING "</title>" | €
phone: "<phone>" STRI NG "</ phone>" | €
%%

Fig. 22. Lex/Yacc style grammar

19

should use for routing. We will use this DTD throughout the remainder of this
section to illustrate our content-based router architecture.

Prior to generating the hardware to parse the DTD in figure 21, we first convert
the DTD into a Lex/Yacc style grammar. The Lex/Yacc style grammar is shown in
figure 22. This grammar is then passed into a custom compiler which automatically
generates the VHDL required for the pattern matcher and the parsing structure.
The layout of the main components of the architecture, including a pattern matcher,

a parsing structure, and a routing module, is shown in figure 23.

Routing

Patterns Grammar
data
packets Pattern Parsing
3% 1" Matcher —> > structure
Pattern
FIFO

Y

Module

data
packets

Fig. 23. Content-based router architecture

5.1 Parsing Structure

The parsing structure defines the semantics of patterns as they are detected by
the pattern matcher. The hardware logic for the parsing structure is determined
from the input grammar using the FOLLOW set algorithm as described in section
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4.1. The FOLLOW set for our content-based router grammar is shown in figure
24. The resulting parsing structure for our content-based router implementation is
illustrated in figure 25.

Patterns FOLLOW Set
<card> <rout ekey>
<r out ekey> first, last
first, last </ r out ekey>
</ rout ekey> <name>
<nane> <first>, <last>

<first>, <last>, <first>,

<last>,, <title> <phone> STRING

</first>, </last>, </first>,

STRING </last>, </title> </phone>
</first>; <l ast>,

</last>, <first>,

</last>, </first>, </ name>

</ name> <title> <phone> </card>
</title> <phone>, </card>

</ phone> </ card>

Fig. 24. FOLLOW sets for content-based router grammar

</card>

XML
valid

Parsing Structure

Fig. 25. Diagram of parsing structure
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The generated parsing structure processes packets one pattern at a time. At
the start of a packet, the starting register (register PO in figure 25) is set. As
packets are processed, the parsing structure receives a signal from the pattern
matcher for each pattern that is found. These signals allow the parsing structure
to traverse through the grammar and maintain the semantics of the data stream.
During processing, all signals from the pattern matcher are sent downstream to the
routing module accompanied by the state of the parsing structure. The state of the
parsing structure indicates where in the grammar each pattern is found. Knowing
where in the grammar a pattern is found allows the routing module to make more
intelligent decisions. To better understand this, consider that the parsing structure
in figure 25 is searching for several instances of STRING. However, if the router is
configured to route on a first name, only STRING values that occur at register P7
or P16 should affect the action that the router takes. Other occurrences of STRING,
those at P10, P13, P20, and P23, should not affect the action taken by the content
based router. Without parsing the entire data stream and maintaining the context
of where each STRING value occurs, this behavior is not possible.

5.1.1 Validating XML Input. To avoid routing invalid or malformed XML mes-
sages, our content-based router validates all XML messages prior to routing them.
As shown in figure 25, an XML valid signal is asserted when the parsing structure
successfully traverses through the entire grammar. The XML valid signal is for-
warded to the routing module which can subsequently take the appropriate routing
action on the XML message.

5.2 Routing Module

The routing module, shown in figure 26, is responsible for modifying the IP header of
each packet to route the packet to the appropriate destination. As packets enter the
content-based router they are buffered in the routing module until the packet has
been completely processed. Prior to routing any packet, the routing module verifies
that the packet is the correct format. Most importantly, this entails validating the
XML message. XML messages that do not strictly adhere to the grammar provided
will not be rerouted by the module. Optionally, the module can also check for
specific IP address and port ranges prior to routing.

For our example implementation, we want to route packets based on the first
character of either the first name or the last name specified in the XML message.
The routekey value specifies which name to use for routing. A series of control
signals received from the pattern matcher and the parsing module allow the routing
module to route packets accordingly. These control signals are described below and
can be seen in figure 26.

The value routefirst is enabled by the parsing structure when register P2 is
set and the pattern first is detected by the pattern matcher. This value indicates
that the packet should be routed according to the first name in the XML message.
Similarly, the value routelast is enabled when register P3 is set and the pattern
last is detected. It indicates that the packet should be routed according to the
last name in the XML message. These values stay enabled for the duration of the
packet.

The £irstSTRING value is enabled by the parsing structure when either register
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data data
packets L output packets
32 controller
Packet Buffer

IPvalid — :
Port valid —
b reroute
XML valid —| packet
routefirst
firstSTRING

routelast
|1astSTRING
route character E —
. 8 D Q dest. IP
route data
Routing Module Route Table

Fig. 26. Diagram of routing module

P7 or register P16 are set and a STRING pattern is detected by the pattern matcher.
Similarly, the 1astSTRING value is enabled when either register P10 or P13 are set
and a STRING pattern is detected. The firstSTRING and 1astSTRING values are
only valid for a single clock cycle. During this clock cycle, the first character of the
STRING pattern (the route character) is forwarded to the routing module and
stored. This value is then used to address a routing table which determines the
next destination of the packet being processed.

Once a packet has been fully processed, the output controller reads the packet
from the packet buffer for output. If the packet contains a valid XML message (and
optionally, IP address and port ranges), then the IP header is rewritten with the
new destination address as it is output.

5.3 Implementation and Experimental Setup

The content-based router described in this paper was fully implemented and tested
on the Xilinx Virtex XCV2000E FPGA on the FPX platform. The FPX was
integrated into a Global Velocity GVS-1000 chassis. A photograph of an FPX and
the GVS-1000 chassis is shown in figure 27.

The GVS-1000 has two bidirectional gigabit interfaces for passing traffic into the
FPX. To test our content-based router architecture, each of the gigabit interfaces on
the GVS-1000 were connected to a different host machines. One machine was used
to generate and send XML messages into the content-based router. The second
machine was used as a receiver for routed messages. Since only two machines
were used for our experiments, we routed XML messages to different ports on the
receiving machine based on the message content. Both Ethereal and a small counter
application were used to verify XML messages arrived at the correct destination
port on the receiving machine.
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SRAM Memory —p \‘
RAD (FPGA) ————b/

NID (FPGA) *\){;f &
SDRAM Memory — —»
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Network Interface

FPX GVS-1000

Fig. 27. FPX and GVS-1000 chassis

5.4 Area and Performance

For this application our maximum clock frequency is limited to 100 MHz by the
protocol processing infrastructure. At this speed our content-based router can
achieve a maximum throughput of 3.2 Gbps. Without the protocol wrappers, the
core of the content-based router architecture can achieve frequencies over 200 MHz.
At this speed the content-based router can route XML data messages at over 6.4
Gbps.

The content-based router requires 3751 slice flip flops, approximately 9% of the
available flip flop resources. The architecture requires 3058 4-input LUTSs, approx-
imately 7% of the available LUT resources.

The infrastructure for protocol processing alone requires 2623 slice flip flops and
2196 4-input LUTs. This is approximately 6% and 5% of the available flip flop and
LUT resources respectively.

The core of the content-based router (without the protocol processing infras-
tructure) requires approximately 1128 slice flip flops and 862 4-input LUTs. This
is approximately 2.9% and 2.2% of the available flip flop and LUT resources re-
spectively. Such a small space requirement for the core of the routing architecture
means we can fit much larger and/or many more grammars on the FPGA.

6. CONCLUSION

In this paper we described a new architecture for a scalable regular expression
pattern matcher. By studying the advantages of the pipelined regular expression
chain and the character grid architectures, we have created a novel pattern matching
architecture. Several pattern matching architectures were implemented on a Xilinx
Virtex 4 LX200 FPGA and compared. Our TSM architecture is capable of running
at over 400 MHz and processing regular expression patterns at up to 12.90 Gbps.
Additionally, we presented a parsing architecture that can be automatically gen-
erated from regular grammars. We illustrated how the regular language parser
can be used to implement a content-based router. The content-based router was
implemented and tested in the Xilinx Virtex XCV2000E FPGA on the FPX plat-
form. The architecture was placed and routed at 100 MHz and can process XML
messages at 3.2 Gbps. Without the infrastructure required for protocol processing,
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the content-based router architecture is capable of running at over 200 MHz and
processing XML messages at over 6.4 Gbps.
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