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Abstract

Lightweight flow setup (LFS) is a proposed reservation mechanism for use in the Internet. LFS requires no complex signaling protocols and is simple enough to be implemented in the datapath of high performance routers. It can provide significant benefits even when partially deployed, and incorporates mechanisms to support usage regulation and accounting, enabling network service providers to offer it as a value-added service, providing an incentive for commercial deployment. 

This report provides an overview of LFS and a detailed specification of the core resource reservation protocol. A companion specification describes the closely related Network Access Service, which is used to regulate access to and monitor usage of LFS.

Introduction

Resource reservation is widely recognized as an essential requirement for applications such as interactive voice and video, which require a guaranteed minimum bandwidth and low delay, in order to provide a consistent high quality service to the end user. Because of the inherently unregulated nature of datagram traffic, it is not possible to make any strong performance guarantees in a network, based on the datagram service alone. The increasingly critical nature of networked applications and the rising expectations of network users make it important for applications to have a way of obtaining effective performance guarantees. 

The conventional way to obtain performance guarantees in networks is to use a signaling protocol to reserve capacity from end-to-end for particular application data flows. Substantial efforts have been made toward developing and standardizing suitable signaling protocols for the Internet [BZ97], but no widespread deployment has taken place, and at this point, expectations for deployment remain low. There seem to be several reasons for the failure of signaling protocols to gain traction in the Internet to date. 

· Complexity. Signaling protocols are widely perceived as complex, requiring substantial investment in developing and maintaining signaling software and substantial processing resources in routers. 

· Need for universal deployment. Signaling protocols require software changes in all network routers and attached hosts. In the absence of widespread industry consensus on proceeding with deployment, there is no way to get this done. 

· Lack of Business Case. Network providers have little motivation to support signaling protocols, since there is no compelling near term business reason to do so. This is partly because of the chicken-and-egg problem caused by the need for universal deployment and partly because Internet signaling protocols have not been designed with due consideration for usage regulation and accounting.

These observations suggest that any new attempt to develop resource reservations for the Internet should be simple, incrementally deployable and should provide new ways for network operators to generate revenue. We propose a lightweight flow setup service to augment the Internet’s datagram service. The proposed service requires no elaborate signaling protocol and is simple enough to be implemented largely in hardware. It can be incrementally deployed and provides network operators with new business opportunities, giving them an effective motivation for deployment.

This report is organized as follows. Section 2 provides a general overview of the lightweight flow service identifying key features and functions. Then, in Section 2, we discuss some of the issues associated with using LFS in a multi-domain setting including domains that do not support the service. This is followed with a detailed description of the core LFS protocol in the IPv4 context in Section 4. Section 5 identifies the various processing requirements imposed on network routers by the service and associated protocol.  In Section 6 we discuss the potential impact of LFS on routing protocols and show how one might extend the current routing metric and route calculation methods to facilitate end-to-end bandwidth management for LFS. 

1 Service Overview:

The proposed Lightweight Flow Setup (LFS) service supports sender-initiated bandwidth reservations for one-way, unicast flows. The limited objectives implied by the phrases in italics were chosen intentionally to avoid the complexities of typical signaling protocols and to facilitate incremental deployment.  There are certainly many other useful features that a flow setup mechanism might offer. The focus of LFS is on providing a minimal set of mechanisms that can serve a large fraction of application needs, while avoiding the obstacles to deployment that have stymied efforts to realize more comprehensive approaches. Once deployed, the proposed mechanisms can serve as useful building blocks for more elaborate network services.
1.1 Basic Service Model

LFS uses a soft-state protocol that responds to the transmission of packets between endpoints, rather than explicit flow setup messages. In order for the application to specify the desired service level, some or all of the data packets must contain an embedded LFS reservation request. The arrival of the “first” packet of a flow at a router triggers the creation of per flow state at the router, the selection of a route to the desired destination and the reservation of bandwidth for the flow. Subsequent packets belonging to the flow follow the same path. 

The basic service requires routers along the path to the destination to allocate the requested rate if and when sufficient bandwidth is available. Once bandwidth is allocated at a router, it may not reduce the allocation (under normal operating conditions). If, when a reservation request arrives at a router, there is insufficient bandwidth to satisfy the request, a partial reservation is made and traffic in excess of the actual allocation is forwarded on a best-effort basis. The reservation request is retained in a pending reservation queue at each router where the request fails, allowing it to complete the request as soon as resources become available (that is, as other reserved flows terminate and release their resources).  This allows forwarding of application traffic, while waiting for reserved resources to become available. Applications that cannot usefully operate in this mode may choose to abandon the reservation attempt. 

Users may request a status report from the access router (defined below) at the far end of the LFS path. The report indicates how much bandwidth was allocated on an end-to-end basis and includes the IP address of the outgoing router interface of the far end access router. Each router along the path operates independently, making a purely local decision on the rate reservation. In well-engineered networks, the vast majority of reservation requests will be established end-to-end by the first packet containing a reservation request. Reservations that do not succeed initially will typically do so within a short time period, following the initial reservation request. LFS reservations are maintained using soft state, meaning that reservations must be periodically confirmed by the transmission of reservation requests.  If not confirmed, reservations timeout and all associated resources are released. Reservations may also be released explicitly, but this is not required.

The basic service allows an end system to reserve a fixed bandwidth for a flow and maintain that reservation for as long as required. In fact, a flow can adjust its reservation up or down at any time, giving applications considerable flexibility. Of course, increases in reserved bandwidth may not be satisfied immediately, if any of the links on the flow’s route are congested (once a route for a flow has been established, no re-routing is done). Limits may be placed on the frequency of changes to reserved rates by the Network Access Service (see Section 2.3). Such limits may be needed to constrain the amount of usage accounting information generated by a single flow. While it should be feasible to allow changes on the time scale of seconds, it may not be feasible to allow changes on a millisecond time scale.

The flow setup service requires no global coordination of reservations. Each router makes local decisions only, making the protocol simple to implement, and allowing everything to be done in the router data path (quite possibly in hardware). Also, note that the service requires no explicit participation by the destination host. This makes it possible to usefully deploy the service, even in a network where only a fraction of hosts are capable of using it. For example, a web server that provides streaming video can use LFS to request a guaranteed bandwidth for its video transfers, allowing it to provide higher quality video delivery to its users. All the users of the service benefit from this, even if none of them has any built-in support for LFS. 
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Figure 1: Example application use-case

An example scenario is shown in Figure 1 which illustrates the basic service and how it may be used by a typical application. In this scenario, a client requests a movie clip (i.e. streaming video) from a service provider such as a news reporting organization or a movie warehouse. The user could browse a web page selecting a video and service quality level and the client’s network connection speed, step 1. The server then locates the movie and begins sending the streaming data with embedded reservation requests, steps 2 and 3 in the figure. At each router in the network the LFS option is inspected causing flow state to be created, the route selected and pinned and the requested rate allocated. Subsequent packets belonging to the flow follow this established path and receive the desired average rate, step 4. Once the reservation is established the client will receive the streaming video through the network with minimal queueing delay and no congestion-induced loss, step 5. 

1.2 Soft Reservations

The mechanisms needed to support bandwidth reservations can be usefully extended to provide improved congestion control for traditional Internet applications that are capable of adjusting their bandwidth use to network load. LFS provides this capability through soft rate reservations. The resource reservations discussed in the preceding sections, are referred to as firm rate reservations to distinguish them from soft reservations. Soft rate reservations are qualitatively different from firm rate reservations, in that the network may adjust a flow’s soft rate in response to changing traffic conditions, while a firm rate reservation, once established can only be released when the user is done with it (under normal operating conditions). Flows may have both a firm rate reservation and a soft rate reservation. In this case, the network may not reduce a flow’s soft rate below its firm rate. Flows that do not request a firm rate reservation are treated as having a firm rate of zero. Flows that do not request a soft rate reservation are treated as having a soft rate equal to their firm rate.

When the network gets a packet requesting a soft rate larger than a flow’s firm rate, it attempts to allocate the requested bandwidth at each hop along the path. If there is contention for bandwidth at a link, the router attempts to allocate the bandwidth among all flows requesting a soft rate larger than their firm rate; the bandwidth allocation would be proportional to the flows’ firm rate reservations. As with firm rate reservations, applications may request status reports from the far end access router. This enables the application to know what end-to-end rate is currently provided by the network. To monitor changes in its rate allocation, an application will need to continue to send reservation requests, with a frequency of at least once per network round-trip time. Each router forwards packets in accordance with each flow’s current rate allocation. If a host sends packets at a higher rate than has been allocated by some intermediate router, that router will queue the excess packets in the presence of link congestion and will preferentially discard those packets, should it run out of buffer space.
1.3 User Authentication and Authorization

It is not appropriate to provide a network resource allocation service that enables users to make arbitrary requests with limited or no accountability.  Mechanisms must exist to implement policies for authenticating users and managing service usage at the necessary granularity. That is, the underlying service must permit network providers to control how available link bandwidth is allocated among competing users. 

The LFS service assumes the existence of a domain Network Access Service (NAS).  Before a user or host can access the LFS service it must register with the local domain’s NAS.  The NAS establishes an access pipe for exchanging packets with an authenticated user or host. Access pipes can take a variety of forms, depending on how the host/user is accessing the network (whether remotely through another network, through a directly connected link or through a layer two subnetwork) and the security policies of the domain. In addition to its authentication function, the NAS allows network providers to specify bounds on usage of the LFS service by individual users, enforces those limits and records usage data for network management and accounting purposes. Packets that are propagated by NAS to LFS are assumed by LFS to be legitimate requests.

The definition of user may be different in different domains. To an enterprise network, a user will typically be a host or an individual. To a public network provider, the user may be an organization that contracts with it for its Internet service. Networks will naturally monitor such different types of users at different levels of granularity. The NAS does not seek to impose policies on networks for how they regulate the use of LFS. It simply provides mechanisms to enable network providers to implement suitable policies.

Network providers may, through the NAS, impose various limits on the use of LFS. For example, they may constrain the number of LFS reservations per user and/or the total bandwidth reserved per user. NAS may limit the frequency of changes in firm rate reservations to limit the amount of accounting data generated and it may limit the magnitude of soft rate reservations.

Details of NAS appear in a companion specification [SP02]. 
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Figure 2: Network Access Service Example [rework figure to reflect text changes]

Figure 2 illustrates the interaction between the network access service, source host and access router. 

1.4 Status Reporting and Usage Monitoring

As outlined previously, all routers along a reserved flow’s path must create and maintain per flow state for the duration of the reservation. If a router is not able to allocate the requested rate, then a field in the request is updated to indicate the actual allocation. As the request propagates each transit router will in turn, allocate the requested rate or update the request to indicate the minimum allocation along the flow’s path.  

When a packet carrying the reservation request arrives at the last LFS-capable router in the path,  (the destination access router), the router makes a record of the flow, user and current reservation status. In particular the destination access router can determine if all routers along the path have satisfied the request and if not the minimum allocation rate. The destination access router maintains a usage database that records this information for later use. 

If a user wishes to be informed of the reservation status, a special flag in the embedded request can be set.  If the destination access router receives a request with this flag set it sends an end-to-end reservation status report directly to the sending user, see Section 5.2.2 for a more detailed description of this option. When a reservation is released the corresponding usage record is closed and optionally stored for later use by an offline accounting system.

An additional trace field is included in the reservation request, to facilitate usage accounting within each domain along the path. Each domain is free to use the trace field as it chooses. A typical usage would be to tag the packet with the identity the ingress router interface at which the flow entered the domain. This information can then be recorded by the destination access router at the boundary domain, along with an accounting record.

The LFS protocol also includes status reporting mechanisms that can be used by the various network providers along the path. These support reporting to routers within any single domain, reporting across the public network portion of the path and end-to-end reporting for private networks at the ends of a path. The use of these reporting mechanisms is optional and they incur overhead only when used. Details appear in Section 4.
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Figure 3: Usage accounting at the destination access router. [update to reflect text changes]

An example illustrating a destination access router and usage database is given in Figure 1. The figure shows an application packet arriving at the destination access router represented as an IP packet with an embedded LFS option (see Section 4). The LFS option contains fields that indicate the desired reservation rate and the minimum rate currently allocated along the flow’s path. The requisite information is removed from the packet and stored within the usage database. The LFS option is then removed and the packet forwarded to the destination host. It is a simple matter for an offline accounting program to retrieve this information of billing or other administrative purposes.

2 Partial Deployment

LFS can be used strictly by a single network provider, or end-to-end through multiple intermediate administrative domains. As indicated earlier, the design of LFS makes it useful even when only partially deployed. In this section, we discuss some the special considerations that arise in the context of partial LFS deployment.

The simplest scenario arising from partial deployment is a flow that starts in an LFS network, passes through one or more LFS networks, then through one or more non-LFS networks on its way to the destination. In such a case, the boundary router between the last LFS network and the first non-LFS network would terminate the LFS flow. Any LFS status reports would be generated from this point. This scenario can be extended to include a non-LFS LAN that connects to a public LFS network through a single access point. Since bandwidth is typically relatively plentiful in LANs, one can reasonably omit the reservation of bandwidth within the LAN. The one place in a LAN where the “plentiful bandwidth” assumption is usually violated is at the interface to the public network. Therefore, a useful first step toward deployment of LFS in a LAN would be the installation of an LFS-capable router at this interface. In many situations, this could well be a permanent solution.

What if a flow passes through two LFS networks separated by a non-LFS network? There are two problems that arise in this situation. First, there is the question of where to terminate the LFS portion of the path. The termination point of the path is the point that is responsible for responding to status requests, so there must be an unambiguous determination of the termination point. One possibility is to terminate the LFS portion of the path at the egress point of the first LFS network. This is straightforward to do, but means that there is no resource reservation in the second network. The other possibility is to terminate the LFS portion of the path at the egress point of the second network. There are several problems with doing this. First, it is necessary for the first network to know that the intervening non-LFS network will route the flow through the second LFS network (or at least some LFS network) on its way to the destination. There is no simple way for the first network to know this with certainty. Second, even if all paths to the destination lead through the second LFS network, they may enter the second network at different places, leading to the possibility of “orphaned reservations” if routes change within the non-LFS network while the flow is in progress. While such orphaned reservations will be removed by the soft-state mechanism following a timeout, they reduce the efficiency of network operation and should be avoided, if possible. 

From the above discussion, it is clear that handling the general case of mixed paths (paths that pass through a mixture of LFS and non-LFS networks) is difficult. While it may be possible, to overcome the difficulties, the resulting solution appears likely to be complex and fragile. It is also not clear if generalizing beyond the basic case yields significant benefits. For these reasons we have chosen to limit our handling of mixed paths. Specifically, we only use LFS to reserve resources within an initial sequence of LFS-networks on the path to the destination. The LFS portion of the path terminates at the first point that it passes from an LFS network to a non-LFS network. We extend this to include a LAN that connects to a public LFS network through a single access point, but do not attempt to handle the general case.

To maximize the effectiveness of LFS, it can be beneficial to route LFS flows only through LFS-capable networks, whenever possible. This can be done using inter-domain routing protocols to advertise networks’ ability to support LFS. Armed with this information, LFS networks can choose paths for LFS flows that avoid those networks that cannot support the protocol.
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Detailed Protocol Description for IPV4

This section provides a detailed description of the LFS protocol, suitable for operation in the IPv4 context. We start with a description of the messages used to implement the protocol and then proceed to a more detailed discussion of how they are used.

3.1 Reservation and Status Requests

LFS reservation requests are embedded within application packets as an IP option. The LFS option, shown in Figure 5, contains the standard first two bytes identifying the option type and length. The remaining bytes are used to identify the operation to perform, processing flags, a two-part rate specification, a trace field and an optional field of up to three status report recipients. The option-type and length fields are each 8 bits [PO81] with the remaining fields defined as follows:

· Option Code (8 bits). Identifies the LFS option, 

· Length (8 bits). Specifies the option length, currently always set to a value of 8.

· Operation (2 bits). Specifies a specific LFS operation. The operations are Firm Rate Request, Soft Rate Request and Release. The Release operation causes a router to release all stored state for the flow. The reservation request operations are described below.

· Flags (6 bits). Four status request flags are defined. The Host Status Request Flag requests that a status report be sent to the host that sent the packet (identified by the source IP address). The report is sent by the router that terminates the LFS portion of the path. The Client Network Status Request Flag may be used by a LAN or enterprise network to obtain the status of the flow. The report is sent by the router that terminates the LFS section of the path, to the client network status report recipient, whose IP address appears in the optional list of status report recipients. The Public Network Status Request Flag may be used by the first public LFS network on the path to obtain the status of the flow. The report is sent by the router that terminates the LFS section of the path, to the public network status report recipient, whose IP address appears in the optional list of status report recipients. The recipient of the public network status report forwards a copy of the status report along the path of the flow, so that all public networks along the path can obtain the status information. This report is removed by the router that terminates the LFS section of the path. The Intradomain Status Request Flag may be used by the first router within a domain to request the status of a flow. The report is sent by the last router on the path within the domain, to the intradomain status report recipient, whose IP address appears in the optional list of status report recipients. 

· Rate 1 (8 bits) and Rate 2 (8 bits) fields. Rates are expressed using a simple floating point representation with a 4 bit mantissa and a 4 bit exponent. Specifically, if the value of the first four bits is m and the value of the last four bits is x, then the rate defined by the field is m (2x(64 Kb/s. This allows reservation rates ranging from 64 Kb/s to over 4 Gb/s. Successive rates differ by no more than a factor of 1.0625. Rate 1 contains the desired rate while Rate 2 contains the minimum rate allocated along the path.

· Trace Field (24 bits). This field is used to enable a network to determine where a flow entered the network. This enables it to monitor and account for usage. Each domain is free to define its own specific use of the trace field.

· Status Report Target Recipients (0-12 bytes). This field is an optional list of up to three status report recipients. Each is associated with one of the status request flags and is present if and only if the corresponding status request flag is present. The order in which they appear (if present) is Client Network Status Recipient, Public Network Status Recipient, Intradomain Status Recipient.
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Figure 5: LFS IP Option Format
When a router receives an IP packet with an embedded LFS reservation request it must attempt to allocate the requested bandwidth. Both firm and soft rate requests specify the desired rate in the Rate 1 field. If a router cannot allocate the requested bandwidth, it indicates this by updating the Rate 2 field to the minimum of the field’s current value and the amount that the router reserved. The initial value of the Rate 2 field should equal the value of the Rate 1 field. If the requested rate can be allocated, then the option is not altered.

When an LFS Release request is received at an LFS enabled router the corresponding flow state is removed and any allocated bandwidth is freed. If the Status report request flag is set then the Rate 1 field is updated with the minimum of the current value of Rate 1 and the local firm rate allocation.  Likewise, the Rate 2 field is updated to the minimum of its value and the current local soft rate allocation. Note, the soft rate allocation at a particular node may vary over the lifetime of a flow, however just the current value is reported.

3.2 Status Messages

LFS Status reports do not use IP options. Rather, they are assigned their own protocol identifier and sent as IP datagrams. The status report is format is shown in . The report is encapsulated within an IP datagram and sent to the appropriate recipient.  The individual fields are described below. 

· Operation (8 bits). Currently only the status report operation is defined.

· Flags (8 bits). Reserved for future use.

· Firm rate (8 bits). Firm rate allocated to flow along path. 

· Soft rate (8 bits). Soft rate allocation along path.

· Flow Identifier (104 bits). The IP 5-tuple which specifies the flow.
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There is also a need for a set of control and management messages for communicating between the NAS, accounting components and LFS. These messages have not as of yet been defined.

The valid states for an end-to-end reservation with corresponding transition events is shown in Error! Reference source not found..  [I don’t understand the figure. Is it intended to be a state machine for a single router? For an end system? For the whole reservation? Don’t think it makes sense in the latter case, since there is no guarantee that the globle state is consistent. Also, does not seem to belong here]

As shown in Error! Reference source not found., all non-reserved flows are considered to be best-effort or datagram flows. The LFS protocol defines a set of operations embedded in messages that are sent from the sending host and propagate through the network. These messages, the availability of link bandwidth at each intermediate node and a set of processing rules define the particular state of a reservation during its lifetime. When a reservation request is initially sent to the network, but before the request reaches the destination access router, it is in a Pending state. During this transitional time it is possible for some of the flow’s packets to be treated as datagram traffic while others (on different routing nodes) while others are associated with a reservation. 

Once the request has made it to the destination’s access router, all subsequent application traffic will be treated as belonging to a reserved flow. In this case each node along the now fixed route between source and destination has installed flow specific reservation state. If all nodes are able to allocate the requested firm rate the state is Firm-complete, and the reservation will not be reduced without an explicit request from the client. However, if at least one node is not able to allocate the requested rate then the state is Firm-partial.   In this later case, the under allocating nodes are obliged to increase the flow’s allocation as soon as bandwidth becomes available. It is not permissible for a node to under-allocate a request simply because an upstream router has made a partial allocation as indicated in the LFS request. Note, if only a soft reservation is requested then an implicit firm rate of zero is assumed and the state moves from Pending to Firm-complete.

Soft reservations are treated differently.  While a firm reservation specifies a minimum rate, and as such will not to be altered once the desired rate is allocated, a soft rate allocation at a router may indeed change during the lifetime of a flow. A router may reclaim bandwidth allocated to a soft reservation in order to meet a new firm rate request.  Likewise, as bandwidth becomes available the soft rate allocation may increase, up to but not exceeding the requested rate. This is depicted in the state diagram by the Soft-Res state and the soft rate allocation change event.

Finally, the diagram also illustrates that the client is able to alter an existing rate request at any time during the lifetime of a reserved flow. A change in the soft rate doesn’t necessarily change the reservation state since the client must consider this an advisement to the network as to a flow’s expected peak rate. However, any given node may choose to change the allocated rate based solely on local concerns. Firm rate changes do impact the global state since each node is obliged to allocate the desired rate.

4 Processing Requirements for LFS in Routers

Error! Reference source not found. illustrates a typical scenario where a sending host has established an end-to-end reservation with some destination host. As seen in the figure there are two classes of LFS routers: Access Router (AR) and Transit Router (TR). While the figure labels each node as being an access or transit router, in practice each port of a router will take on the appropriate role corresponding to its connections. If the port connects to a local area network with clients, and no transient traffic, then it is defined as an access port. Alternatively, if the port connects to other LFS routers within the same administrative domain then it is a transit port. Note that a port must be assigned a specific role, access or transit, and in general is not intended to support a mix of roles.

Access routers, more specifically a particular port on the router, are further sub-classified according to traffic direction (input or output) and whether they connect directly to end systems or other autonomous systems (i.e. networks in a different administrative domain).  The upstream access router (receives packets from a directly attached client) is termed the Source Access Router (SAR). The source access router is responsible for validating user requests before allocating local resources and forwarding the request to the next hop or destination host. All routers along the forwarding path are responsible for allocating their local resources in accordance with policy and the explicit request. 

Likewise, if it is the downstream router (packets sent directly to the attached destination) it is termed the Destination Access Router. The destination access router has the additional responsibility of recording reservation information: requested rtes, actual rates, duration, user identification, and flow identifier (i.e. the 5-tuple).  This information is used during the life of a flow in order to respond to user (sender) status requests. However, it is expected that the records will be maintained after the flows lifecycle on offline storage for account and billing purposes. Finally, the DAR removes the LFS IP options before sending packet to the destination endsystem. 

If separate administrative domains perform their own Network Access Service and accounting then peering routers between these domains are also considered to be Access Routers, but they are sun-classified as a Border Access Router. The later category has no real consequence to the core behavior of the protocol or service but is convenient for discussion and for performing administrative functions. As such they will not be discussed further in this section. 

All other routers are Transit Routers or simply routers. Access and transit routers perform the same basic processing. In particular they must maintain state for all reserved bandwidth flows. When a router receives a packet containing an LFS option, and belonging to a flow for which it has no stored state, it selects an outgoing link for the flow and records the selected route in the flow state for the packet. Subsequent packets in the flow (identified by the 5-tuple defined by the source and destination IP addresses, source and destination port numbers and protocol field) are routed along the same path. The state is released if either an explicit release command is received or if no packet is forwarded on the flow within a timeout interval (called the State Refresh Time; its default value is 10 seconds).

Summary of LFS router types:

· Source Access Router – validate request and forward.  If invalid then remove option and forward datagram.  If Status Report message received for a non-existing flow reservation, return Dummy status message indicating no such reservation exists. IAR does not keep account records other than to keep the user allotment up to date.

· Destination Access Router – always remove LFS IP option. If status request then send to source IP address.  Keep account data for connection.

· Transit Router – All transit routers must allocate the requested BW as soon as possible, independent of actual upstream allocation. If allocation increased and if after a timeout period a LFS option is not seen in a packet, insert an option and send down stream so DAR know the current reservation status. If Soft reservation is decreased, do same as above.

4.1 Common Processing Requirements – Transit Routers

Transit routers are modeled as simple multi-port forwarding nodes. Packets received at an input port are classified, sent to the appropriate output port and finally transmitted onto the output link. The classification step results in one of three cases: packet belongs to an existing reservation, no reservation exists but one must be created, or the packet is to be treated as a best-effort datagram. In all cases, the packet is scheduled for delivery to the appropriate output port where it is again classified in order to map it to the correct output and possibly reservation.  The packet is then placed in the appropriate queue for sending to the next hop router (this is a transit router). If there is link congestion and the flow is either not compliant with its reservation or is best-effort then it may be discarded according to the drop policy. 
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Figure 7: LFS Transit Router

4.1.1 Input port processing – Flow lookup and Route Selection

Figure 7 illustrates the input and output port processing modules in a typical LFS transit router. If the flow processor finds an entry in the flow table (an exact match on the 5-tuple) then this is a reserved flow and the entry contains the next hop identifier and reservation parameters. If a flow table entry (FTE) exists and the packet contains an LFS release option, then the FTE is freed and the packet is treated as a non-reserved, i.e. best effort, datagram.  Otherwise, the FTE is updated to reset the timeout interval. If the packet does contain an LFS request that modifies the existing reservation, the entry will be updated with the new parameters assuming the input port performs per flow packet scheduling when sending to the output port. For this simple model we assume that input port does not perform per flow queueing of packets being sent to output ports. However, if there were per flow queueing then the corresponding packet scheduler (necessarily a distributed scheduler for the internal switching fabric) would handle reservation requests in an analogous way as the output link scheduler.

If the received packet does not have an entry in the flow table, but it contains an LFS reservation request then a new entry is added (assuming current policy does not prevent this).  The route is calculated for the new reservation either by using conventional datagram forwarding tables or a specialized algorithm that accounts for available end-to-end link bandwidth, see Section 6 for a more detailed discussion. This route is stored in the new flow table entry for future use, that is, the route is pinned for the duration of the reservation. If, however, the reservation is denied due to local policy then the rate2 field of the option is set to zero and the LFS ignore flag is set. In this latter case, it is important to propagate the request to the DAR so the sending host has an opportunity to discover the allocation denial.  

When there is either no reservation (new request or exiting) or an error has occurred with a reserved flow then the packet is as best-effort datagram, the route is determined in the usual way and the packet is scheduled for delivery to the corresponding output port. Possible errors with a reservation request or existing flow are: route becomes invalid, local policy denies request, FTE has timed out or the LFS is incorrectly formatted. If a route assigned to an active reserved flow, then the flow entry is removed (i.e. reservation is canceled) and the packet is forwarded as a best-effort datagram. It is possible to send a notification to the sending host but in the interest of keeping the protocol as simple as possible this is not required or necessary.  Finally, if a packet has not been received for the timeout period, then the flow table entry is released. As before, the protocol does not specify a release message to be sent downstream in the interest of simplicity and the expectation that all downstream routers will timeout the flow within a reasonable short period of time (important for accounting). 

4.1.2 Output port processing – Flow Lookup and Output Queueing

The output port is responsible for allocating the output link’s bandwidth amongst the reserved flows and the competing datagram traffic.  The output links bandwidth is partitioned so that a fraction is set aside for competing best-effort (datagram) flows. The remaining bandwidth is available for allocation to reserved flows. When a firm rate request is received the port make a local decision as to whether the request can be met. The requirements are simple: firm rate requests has priority. To simplify discussion the following definitions are used: 

B = Total bandwidth set aside for reservation

F = sum of all firm allocations

S = sum of all soft allocations

A = B – (F + S), Available bandwidth

D = bandwidth set aside for datagram traffic

L = D + B, link bandwidth

 When a new firm rate allocation is received at an output port then one of the following cases occurs:

1. If the firm rate ( A then the flow is allocated its requested rate. The new values are: Ai+1 = Ai – rate1.

2. If the firm rate1 ( (Ai + Si) then the existing soft rate allocation are reduced in order to allocate the requested bandwidth. New soft rate allocations are made proportional to the initial requested rate. The new flow has a complete firm allocation. Ai+1 = 0, Si+1 = Ai + Si – rate1.

3. If the firm rate1 > (Ai + Si), the all allocated soft rates are reduced to zero and the freed bandwidth is assigned to the new flow. The new flow has a partial rate allocation and the rate 2 filed in the LFS option is adjusted as necessary. The new values are Ai+1 = Si+1 =  0.

If an existing firm rate reservation is being changed then the processing is similar. If the new rate is less than the allocated then the current allocation is reduced and the freed bandwidth is added to the available bandwidth value and possibly reallocated as described below. 

Soft reservations are intended as a mechanism for notifying routers along the flow’s path of possible transient rates that may exceed the firm rate.  If a soft reservation request is received for a flow that does not already have a firm reservation, then a firm rate of zero is assigned to the reserved flow.  Likewise, if a firm reservation is received and no soft reservation, the soft rate is assumed equal to the firm rate. In this way, all reserved flows are assigned both a firm and soft ate. Soft rate allocations are assigned following the following rules:

1. If soft rate1 ( Ai, then allocate the requested rate and set Ai+1 = Ai – rate1 and Si+1 =  Si + rate1.

2. If soft rate1 > Ai, then set Si+1 = Si + Ai and update available rate Ai+1 = 0. Then proportionally reallocate the soft rate to all reserved flows with a non-zero requested soft rate.

Flows with a firm reservation are guaranteed the allocated link rate for the duration of the reservation. In the absence of a soft reservation, if the flow exceeds its requested rate then the router is not required to forward the excess traffic. The partitioning of link bandwidth between reserved and non-reserved flows is established by local policy.  Finally, the packet scheduler fairly allocates unused reserved bandwidth amongst the flows with soft reservations proportional to their requested reservations, up to but not exceeding their soft rates. Reserved flows that exceed their reservation compete with other nonconformant and datagram flows for the remaining link bandwidth. However, on congested links where buffer space is running low, the router preferentially drops reserved flows with large backlogs. 

When a packet arrives at an output port if it has an existing entry in the flow table, then it is a reserved flow. If the packet contains a LFS release option, then the FTE is freed, the allocated bandwidth is returned to the free pool (and possibly reallocated as described below) and the packet is treated as a best-effort datagram.  If instead, the LFS option requests a change in the reservation rate, then the new value is recorded in the FTE and its allocated rate is adjusted as necessary. 

When bandwidth is freed from an existing reservation, either due to a change in or release of the reservation, the freed bandwidth is made available first to any under-allocated reserved flows then to the best-effort traffic. This leads to several possibilities. If there are any partial firm requests then the freed bandwidth is allocated to them according to local policy. Alternatively, if there are any partial soft requests then the bandwidth is distributed amongst them fairly. If there are no partial allocations then the released bandwidth is returned to the available pool.

If the reserved rates of any flows have changed (firm or soft), the new allocations are not reported downstream until the next packet containing an LFS option is received. The are two reasons for not reporting the allocation change immediately: 1) all down stream nodes will always attempt to make the full allocation regardless of up stream allocations, 2) if the user wishes an up-to-date status report it will be requested with as an LFS option within a packet and 3) if the information is required for internal network accounting then there is a provision for ingress routers to insert LFS options within packets.  

If a FTE is not found for the packet then it is currently a non-reserved flow. However, if an LFS option is present requesting an allocation then the flow processor creates a new FTE and updates it with the requested parameters. If the requested bandwidth is available it is allocated. If the bandwidth is not available and there are soft reservations then those soft rates are reduced to sufficiently in order to satisfy the firm request. In other words, firm rate request take precedence over soft rate reservations.  Whether a new reservation or an change in an existing rate, the rate2 field in the LFS option in the packet is compared to the current allocation and set equal to the minimum. 

4.2 Access router processing – Validation and Reporting
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Figure 8: LFS Access Router

All access routers must perform the same core processing as a transit router: flow classification, reservation processing and packet forwarding. However, access routers also provide the key administrative functions of user verification, request authorization and usage accounting. Figure 8 shows the basic components of an LFS access router. The input ports are the first to receive client requests and thus must verify both user access rights (is this a valid user identifier) and ensure requests are consistent with any user resource constraints. Once authorized by the source access router (i.e. the input port) all other LFS routers process the forwarded requests without the need for further verification. The output ports then keep track of actual end-to-end bandwidth allocation per client session within their usage databases.

4.2.1 Source Access Router

A source access router maintains a database mapping user identifiers to their corresponding resource usage constraints. Ultimately, the network access service is responsible for authenticating users, assigning user identification keys and maintaining a set of per user access rights with corresponding resource usage constraints. As such, it keeps a user resource allocation database, which associates each authorized user with the permitted maximum resource usage. This necessitates that the network access service and access routers must cooperate in validating and authorizing user request. Several different approaches can be adopted depending on global policy, efficiency and security concerns. There are three approaches to making this information available to the source access routers:

· NAS decides, on-demand: When a reservation request is initially received, or if the reserved rate is increased the access router must forward the request (in the form of a two-way request) to the NAS for authorization. The NAS then verifies the user identifier, validates the request and sends a reply to the SAR indicating whether the request is authorized or not. The SAR cannot forward the applications datagram with the LFS option without it being validated. Consequently, either the packet must be stored locally until it is authorized or it may be forwarded without the LFS option.

Advantages: All resource decisions are deferred to the NAS simplifying administrative functions. When there is more than one access router within a domain the NAS may dynamically partition network resources between users based on the current loading. In fact, with minor protocol extension a scheme can be derived that permits the NAS to redirect a client to a different access router based on usage. This also permits more efficient allocation of resources since it does not require static partitioning of link bandwidth for each user and access router combination.

Disadvantages: If the packet is stored this increases the storage requirements for the router and places timing requirements on, or at least pressures the NAS to bound request-processing time. If the first packet is delayed but subsequent packets are not, this may impact higher-level protocols such as TCP. For example, consider the case where an access router stores all packets of a flow until receiving an authorization from the NAS. If a client requests a 10Mbps stream and the NAS processing time is bounded by 20 msec, then the SAR must be able to store 25 Kbytes (200 Kbits) of application data.

Alternatively, if the packet is forwarded without the LFS option, then if the request is authorized subsequent packets may have the LFS option inserted (if they do not contain one) so an end-to-end reservation may be made. This latter case may impact an applications behavior if it assumes that with the arrival of the first few packets at the destination it may retrieve reservation status and decided if session should continue. It seems that the semantics should be that any packets sent with an LFS request must both retain that option and preferably not be reordered.

· SAR decides, records preloaded:  The NAS makes relatively static per access router allocations for each registered user. These records can then proactively be downloaded into the LFS module within each source access router to speed up request verification. When a request is received at a router it only need to look up the corresponding record in the local user access database to determine if the request is authorized.

Advantages: The time required to authorize requests is dramatically reduced with a corresponding reduction in storage requirements. With not having to store several packets of a flow thereby reducing the necessity of cause bursts of flow data within the network.

Disadvantages: If a network contains several access routers then the NAS is not able to optimize per access router allocations for each user. For example, if a user is permitted to use 100Kbps of network bandwidth and there are two possible access routers then each would be assigned 50Kbps of bandwidth for that user. However, if the user needs to use all assigned bandwidth at one access router it will not be permitted to do so, but will be bound to 50Kbps.

· SAR decides, records retrieved on demand: This is a compromise between the preceding two cases. On receiving a request from an attached client, the SAR sends a request to the NAS requesting the access table entry for the user with the specified user identifier.  The returned record indicates the user’s maximum total resource reservation for this access router. The router is then free to cache this record to increase efficiency of future request processing. However, per user records (maximum authorized resource usage) at a given access router may be altered by the NAS. Different mechanisms are possible but all require coordination through the NAS.  A possible approach is to define a simple protocol between the NAS and access routers. The NAS provide a minimal per authorized user allocation at each access router (possibly zero). When an access router receives a client request for which it does not have sufficient resources, the SAR may contact (depending on local policy) the NAS for an increase in the users allocation. The NAS then either contacts another access router to reclaim assigned bandwidth or allocates from unassigned reserves. If permitted the access router receives an increase in the users maximum allocation, otherwise the request is refused. 

Advantages: There are two clear advantages to this approach: adaptation of user allocations at each access router and efficient request validation for the common case. While this approach can certainly lead to a much larger latency in request validation it is assumed that clients will display fairly stable traffic patterns. For example, if several access routers are available then after an initial transient period client traffic patterns will stabilize through the SARs resulting in efficient bandwidth mappings. 

Disadvantages: This requires a more complicated protocol implementation between the network access service and access routers. If traffic patterns for each client are not stable then we could enter into a state where most reservation requests result in excessive negotiations between the NAS and the access routers. This requires even more access router memory and increased burstiness of traffic or initial dropping of packets.  

Ultimately the access router must authorize or disallow the reservation request. If the user identifier is invalid or the request is not authorized then the LFS option is removed from the packet and forward as a datagram. The desire to inform the user of a mistake (invalid user) must be balanced with the potential for denial of service attacks. Alternatively, if the request exceeds the maximum then the requested rate is reduced to the permitted maximum, the rate1 field is changed and the packet is forwarded in the usual way. If the request is allowed then processing continues as described previously. Permitted requests cause users record to be updated indicating their current usage. When the flow terminates then the record is updated.

4.2.2 Destination Access Router

Access routers provide the complimentary functions of request authorization and usage accounting, with Destination Access Routers (DAR) performing the later. The DAR maintains a per reserved flow usage database where it logs the relevant usage parameters for use both when responding to LFS options with the status report flag set and the domain’s accounting system. It is important to distinguish between the network access service and a domain accounting system The NAS directly or indirectly (with the access routers acting as agents) authorizes reservation requests based on current usage information reported or maintained by the source access router. However, the accounting system must know not only the requested rates but also the actually allocated rates that are conveniently stored at the DAR.

While the details of the accounting requirements are to be determined, it is envisioned that the following per flow reservation information must be recorded:

· Firm requested and actual rate (2 Bytes): rate1 and rate2 from LFS firm request.

· Soft requested and actual rate (2 Bytes): rate1 and rate2 from LFS soft request.

· User identification (3 Bytes): from any LFS request for this flow.

· Flow identifier (13 Bytes): The IP 5-tuple that uniquely defines the reserved flow.

· Time of reservation (4 Bytes): Time record created, time is in seconds

· Duration of reservation (4 Bytes): Duration of reservation in seconds.

This requires 28 bytes per accounting record. The records are initially created and maintained for the life of the flow at the access router’s output port to simply updates and status reports. However, the records must at some point be moved to a domain specific accounting site for archiving and billing functions. The natural question then becomes: what is the local access router storage requirements and what percentage (and when) of the link bandwidth must be dedicated to accounting functions? That of course depends on the average reservation rate and the number of active reserved flows. For example, consider the case where approximately 90 percent of a 10 Gbps link (OC192) is set aside for reserved flows. If we assume an average flow rate is 384Kbps and average duration is 5 minutes then we will accumulate records at a rate of 2KBps. So assuming the records are sent to the accounting system as soon as the flow becomes inactive (i.e. is released) then the link overhead is 2 KBps or .00005 percent of the total rate and we need a minimum of 600 KBytes of storage on the access routers for the active reserved flows. Even if the average flow lifetime is 1 minute the resulting overhead is well below one percent of the link bandwidth and local memory requirements are reasonable with the low cost of DRAM.

5 Flow Routing

While no special provisions are made for assigning routes to reserved flows, it is advantageous to have a separate table for flow routing that incorporates QoS considerations. Assigning routes based on availability of resources, i.e. link bandwidth, increases the overall efficiency of the networking infrastructure and the likelihood of establishing an end-to-end reservation. A relatively simple scheme that determines link cost based on available bandwidth will provide an increased measure of control and efficiency. 
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Figure 9: Example metric used for reserved flow routing

Figure 7 illustrates a straightforward scheme whereby a shortest path routing algorithm is used with a suitable cost metric that is proportional to path length when the link is underutilized. In Figure 7 the margin parameter represents the relative utilization of the link in terms of the difference between the link’s available bandwidth and the requested reservation rate. When the margin is small, link cost grows to reflect uncertainty in link state and hence availability of bandwidth along that path. However, when the margin exceeds a threshold value indicating an relative abundance of link bandwidth then the link cost is simply the path length. The link cost is a piecewise continuous function defined as:

length + ( ( (k(Ra – margin)2, margin ( k(Ra,
cost (margin) =

length, margin > k(Ra
where,

margin = A – R
A
= Available bandwidth on link,

R
= Requested reservation rate,

Ra
= Average reservation rate (estimated or measured), and

(
= scaling factor

k
= multiplicative constant

6 Usage Monitoring and Control

Because the flow setup service, allows users to obtain and hold network resources, it is important to carefully regulate its use. This regulation is provided through the Network Access Service (NAS), which controls how hosts and users attach to the network, monitors their resource usage, and implements resource usage policies specified by network administrators.

When a host starts up, it registers with the network as part of its startup process. The registration process results in the creation of an access pipe through which the host accesses the network (at least for services that reserve resources).  The access pipe terminates at an attachment point on some router. In the common case where a host is directly connected to a router port, the attachment point will simply be that port. If a host is connected through a layer 2 subnet to a router port, the attachment point will typically be that router port. If a host connects remotely through the public Internet, its attachment point will typically be the gateway router between the public Internet and the network it is attaching to; in this case, the access pipe can be implemented as a secure tunnel, to reduce the possibility of illicit network access.

When a host registers with the network, the network consults its internal Host and User Database (HUD) to obtain authentication information for the host and to determine what the host’s access rights are. Host identities are authenticated cryptographically, and host access rights are used to determine how its access pipe may be used. Specifically, the access rights may limit the host to a single access pipe, or may allow multiple access pipes.  The access rights may also impose limits on the number of reserved bandwidth flows present on an access pipe, their per flow bandwidth and their total reserved bandwidth. 

Individual users may also register with the network and create associated access pipes. This feature can be used to allow remote users to access the network through unregistered hosts on the public Internet. It can also allow several users to share a single host, while maintaining separate network access rights. User registration is similar to host registration and involves cryptographic authentication and results in the creation of an access pipe with certain rights to network resources. 

Network resource usage is monitored at the attachment points of access pipes, and is reported periodically to the HUD. The HUD consolidates information about resource usage at multiple access pipes associated with a given user or host and implements any policy constraints that may be specified by network administrators, in connection with overall network resource usage.

7 Related Work

Integrated services networking. The objective of integrating voice, data and video services into a common network infrastructure has been actively pursued since at least the early eighties [TW83,TU86]. It was a major thrust of the development of ATM technology throughout the later eighties and nineties, and has become a central focus of internet researchers in the last ten years [BZ97,CS92,LD93,SP96,ZH95,ZF94]. While these efforts have been very productive in developing a better understanding of the many thorny issues associated with integrated services networking, the practical results have been limited. The technical community, has been unable to reach agreement on how integrated services should be implemented, and neither equipment vendors nor carriers have been prepared to implement the necessary mechanisms in the absence of a consensus on how to proceed, and without a clear understanding of the market needs. The perceived complexity of the signaling protocols needed to implement integrated services networking is in large part responsible for the technical community’s inability to reach consensus, and it is in this context that the proposed flow setup protocol was conceived. It seeks to break through the inertia preventing progress on this issue by stripping away all but the most essential features needed for integrated services networking. It builds on well-established soft-state concepts developed by internet researchers, and exploits recent progress in electronics technology to enable the practical realization of sophisticated flow routing, packet classification, per flow queueing and packet scheduling mechanisms at a reasonable cost, at gigabit performance levels.

Fair queueing and packet scheduling. In the last decade, there has been a great deal of academic research on fair queueing and packet scheduling. Much of this work traces its roots to [NA87] which proposed the use of per flow queues with round-robin service in routers. This was generalized in [SV95], which introduced the deficit round-robin algorithm for packet scheduling, allowing packet lengths to be taken into account, while maintaining the essential simplicity of round-robin scheduling. Other research has gone well beyond the original motivation of fair access to link bandwidth, to provide heterogeneous bandwidth and delay guarantees to different flows. The virtual clock method [ZH91] and the generalized processor sharing algorithm [PG93] were among the seminal papers in this area. Later papers developed more refined ideas about the meaning of fairness in networks and showed how it could be achieved [FJ95,BZ96,SV97]. There has been little practical application of this work to date. While many routers are capable of fair queueing, the lack of any automatic mechanism for configuring the queues for specific flows limits their application. In addition, the standard implementations are limited in the number of queues that they can manage at high link speeds. The performance bottleneck comes from the need to maintain a sorted list of queues, an operation that typically requires O(log n) time per packet. The super-scalable packet scheduler proposed here is able to operate in effectively constant time per packet by using timing wheels that trade-off scheduling accuracy for individual packets for a reduction in the processing time per packet.

Fast reservation protocols in ATM networks and ABR flow control. In the early nineties, several researchers proposed methods to make ATM networks more suitable for bursty data traffic by incorporating methods to allow users to make dynamic bandwidth reservations on pre-established virtual circuits [BO90,TU92]. This work was effectively subsumed by the subsequent development of the ABR explicit rate control protocol [JA96,JK96]. The ABR protocol provides an excellent method for allocating bandwidth among virtual circuits, but because it requires a preconfigured virtual circuit, it has seen limited use. There have also been proposals that attempt to address this by adding on-the-fly virtual circuit setup for data traffic [BS98], but these proposals have never been put into practice, in part because of the fading interest in ATM technology in recent years. The proposed flow setup service can be viewed as a re-casting of these proposals in the IP context. It depends on conventional IP routing and packet classification for making routing decisions and associating packets with flow state, and it borrows ideas from ABR flow control to bring the benefits of explicit rate control into the IP context.

8 Discussion

This specification is still being developed with several issues remaining, most notably the interactions between the LFS service and the Network Access Service.  We also need to workout accounting procedures and necessary extensions to the LFS message formats to accommodate this interaction.

The coordination and correlation of disparate usage databases is also an unresolved issue. We could leverage the unique flow id, times and domain specific user ideas.

For security we have to investigate the impact of using IP security mechanisms for establishing the user to network access pipe.
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Figure � SEQ Figure \* ARABIC �6�: LFS Status Report Format [update – drop user id, drop op and flags and leave 8 bits unused]
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Figure � SEQ Figure \* ARABIC �4�: State Diagram for an LFS Reservation [update]
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