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Digital Phase Recovery Adjustment for High Speed Transfer of ATM and ATM like Data
Formats

Background and Summary

A significant, if not over riding, problem with electronic systems that must transmit data rapidly between IC
(Integrated Circuit) packages is the issue of determining, at the receiver, when to sample the interconnecting wires to
record the transmitted datavalues. Traditionally, the sampling timeis established by a“clock” signal that is distributed
to al IC packages. As data transmission rates have increased, the smple “clock” signal schemes have began to fail asit
has become more difficult to assure that the“ clock” signal isreceived by all 1C packages at sametime. The" clock skew”
problem in high speed systemsis well known. This patent describes a high speed data transfer circuit that takes
advantage of the structure of ATM and ATM-like dataformatsin away that significantly extends the rate that ATM and
ATM-like cells can be transmitted, both between and, for large circuits, inside, the IC packages. This scheme is
optimized for alocal region where it is reasonable to limit the worst case phase shift between the distributed clock and
the data within the local region to afew clock periods. This schemeisuseful for data flow within an integrated circuit,
on aprinted circuit board, or in acabinet full of printed circuit boards.

A key element of this scheme is the distribution of aclock RATE, but not aclock PHASE. Thereceived dataare
aligned with the local clock phase at each receiver site. Other key elements of this scheme include the ability to utilize
IC chip logic elements that have a propagation delay variation, over process, temperature, and voltage variations, of on
the order of four to one. All logic elements used in the phase alignment circuit are components found in a typical
vendor’s digital design library. The size of this phase alignment circuit is small when implemented using current IC
technologies. (Feature sizes of 1 um or less.) With a 0.8 micron technology, 200 gates could be fit in the chip area
required by awire bond pad. The preferred embodiment circuit, under some better case conditions, will requirethe area
of about 95 gates, or about one half the area of apad. Under other worse case conditions, the preferred embodiment circuit
require the area of about 210 gates, or about the area of a pad.

This schemerequiresthat theincoming databe sampled several times each clock period. Another key isthat, within
the small area on a single chip, the propagation delays of logic elements are fairly well matched. Thisfact is exploited
inthe form of acircuit using a metric of “the number of inverter gates of delay per clock period”. Thisschemeis aclock
phase alignment circuit that corrects itself, during one cell time, by some fraction of the number of inverter gates that
have aone clock period delay. Thereis only one clock period associated with each chip so, in the limit, only one circuit
that generates the number-of-inverters-per-clock-period value is needed. (Considerations of the extent of the area over
which it is reasonable to assume circuit delay matching may force additional copies of the number-of-inverters-per-
clock-period circuit on each chip.) While the concept of fractions of an inverter delay string was aimportant key, there
are other refinements that have been incorporated in the design of this phase correction circuit. For relatively short links
between IC chips, the maximum phase shift is on the order of a few clock periods.  Also, once the circuit link is
established, the fact is utilized that the change in phase shift associated with the received data will vary slowly. This
scheme exploits the fact that, on any link, there are always afew “unassigned” ( or “idl€”) cells mixed in with the data
cells. No link can truly operate at 100% of capacity without noticeable cell loss. Thus even at maximum capacity, every
link will have some small percentage of unassigned cells included in the cells flowing through the link.

While the principal advantages and features of the scheme have been briefly described above, a more thorough
understanding may be attained by referring to the drawing and description of the preferred embodiment which follows.
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Brief Description of the Drawings.
Figure 1 isablock diagram showing the overall structure of the proposed interconnection system;

Figure 2 shows the key logic components of the preferred embodiment

Figure 3 showsthe minimum clock period equations for the preferred embodiment

Figure 4 isarefined Figure 2 to allow even faster clocking

Figure 5 is a complete data handling circuit for the preferred embodiment

Figure 6 shows the control circuits necessary for Figure 5

Figure 7 isadiagram illustrating the possible states of the Figure 6 control circuit

Figure 8 isan linear section of the diagram shown in Figure 7 (With some additional details shown)

Figure 9 isa completelogic circuit of the preferred embodiment

Figure 10 is a possible large area control circuit needed to generate the three phase shifted clocks.

Figure 11 illustrates the timing of the Figure 10 circuit under several circuit fabrication and operation conditions.

Detailed Description of the Preferred Embodi ment

The basic idea of this clock phase recovery scheme is to align the phase of the incoming signals with the local
clock. Thus, as shown in Figure 1, there are phase alignment circuits associated with each set of inputs. A “set of
inputs’, in this context, are all the input signals that can be considered to have the same clock phase relationship. In
other words, a“ set of inputs’ are al the inputs that originate from another | C package and that are carefully routed
together acrossthe printed circuit board to this | C package. Alsoimplied inthis“set of inputs’ definitionis some care
in the design of the output stages of the “other IC package”. It isimplied that the output stages be designed so that all
output signals, as seen at the package pins, switch at the sametime. A typical implementation places a flip-flop near
each output pad, and the clock line to al these flip-flops is such that there islittle clock phase difference between all
the flip-flop clock inputs.
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FIGURE 1
Basic Digital Phase Adjustment Scheme
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Figure 1 presents the basic idea of the phase recovery scheme. Thereis only one input signal and one output
signal shownin Figure 1. In ageneral circuit, there would be an incoming data“ cloud” for each “set of inputs’. The
general circuit would still haveasingle BULK OF IC “cloud”, but there would be a“FF out” flip-flop associated with
each output pad. Note that the incoming data, after being conditioned by the incoming data “cloud” circuits, must be
latched (in “FFin") using the local clock before the incoming signal can be “used” by the BULK OF IC circuitry. All
these flip-flopsimply cell delay of several clock periods. This delay is acceptablein this application because the cell
level hand shake signals (flow control signals) havetensof clock periodsto be created and propagated to the other IC
packages. Thusitisimportant that the control timing be much slower, measured in data word clock periods, than the
datawords. (The cell minimum period to dataword period ratio needed to utilize this schemeisin the range of eight,
or nine, to one.)

Relative to “on the chip” circuit delays, the pad driver-receiver pair has along propagation delay. By using pad
circuit designsthat have alarge gain-bandwidth product, is possible to have several data values propagating along the
wire between the transmitter and the receiver, al at the same time. (All high speed long distance communication
schemes allow several transitions along the interconnecting wire at atime.) This scheme will function properly with
multiple data values propagating along the signal path between the driver and the receiver at the sametime.

For the preferred embodiment, an indication of about when to expect the first dataword of anew cell is needed,
thus each IC CHIP is expected to receive a start-of-cell marker. For this development, it is expected that the start-of-
cell marker will track the clock signal asit is distributed. This requirement may require that the start-of-cell marker
be “re-clocked” using aflip-flop at intermediate points, but thisisasingle signal and is thus not a large expense.

For the example embodiment, it has been assumed that the clock phase recovery circuit must be able to cover a
phase range of about 700 degrees of phase shift. It isimportant that ALL the incoming signals, regardless of their
source, pass from the incoming data “ clouds’ to the BULK OF IC “cloud” on the same local clock transition. Thus
some of the incoming data“clouds’ may have to delay the incoming data an extra clock period while other incoming
data ‘clouds’ will not. The start-of-cell marker signal is the reference signal needed by each incoming data “cloud”
to assure that all incoming data“ clouds’ deliver their incoming data cellsin unison.

The preferred embodiment involves finding the metastable point, the timing condition that resultsin the captured
datafinal value being unrelated to the incoming data value. Once the timing for metastability is known (or bounded),
then timing can be set to avoid metastability. Based on thetiming set before or after the metastable region, the circuit
can be set to delay or not delay the captured signal an extra clock period.

It should be noted that this scheme does not compensate for differencesin the propagation delay of positive and
negative going transitions. The transition direction differences are typically small. Thus there is little value in
attempting to include transition direction delay adjustments.

The “stay away from metastability” embodiment involves sampling the incoming data stream at three different
clock timeswhen a known data pattern isbeing transmitted, then using the data sampled by the one clock timing that
isknown to be away from the metastabl e region. The known data pattern can be the unassigned cell that is transmitted
throughout the switch when there are no “real” cells to transmit. The switch circuitry can be designed such that
unassigned cells are transmitted during the latter part of the reset period. A circuit that describes this data skew
correction scheme for asingle data bit isshownis Figure2. Theideal operation of the circuit will be presented first
to illustrate how this scheme works, then more redlistic tolerances will be introduced later. The three clocks, clk1,
clk2, and clk3 have the global clock frequency, and, for illustrative purposes, are phase adjusted so that each is one
third a clock period ahead of its neighbor. (The phase relationship among the three clocks is shown as part of Figure
2.) Thus the incoming data is sampled three times during each clock period. The MUX1 will select one of the three
sampled data sets as the “real” data set based on a set up period, or “learning” period, during which a known data
pattern is being transmitted. If it is known that there is alow-to-high data transition during a particular clock period,
then the following rules can be applied to pick the stored value that was clocked at least one third a clock period away
from the clock timing that results in metastability.

» If A, B and C areequal (al high), uselatch output B and use output Y.
« If Aisdifferent than B and C, use latch output C and use output Y.
« If Cisdifferent than A and B, use latch output A and use output X.
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If all threelatched outputs are the same (high), then the incoming data must have changed states between clk3 and
clk1 asshown as“Data In, Example 1" in Figure 2. Thusthe data value collected by clk2 must have been collected at
least one third a clock period away from the time the incoming data changed states. Likewise, the other two rules
assure that the collected data value that was used was collected at least one third clock period away from the timing
that causes metastability. Returning to the first rule, if the data changed states AT clk3 or clk1, then the associated
latch may have reported a“high” or a“low”. Considering the case where the data arrival timing was such that clk3
caused metastability, if C reported a value the same as A and B, then output B will be used, which was collected
exactly one third aclock period before the metastable timing®. On the other hand, if C reported avalue different than
A and B, then output A will be used, but A was collected one third a clock period after the metastable timing. Thusit
does not mater which state is reported from C, the circuit will function properly. The final output, X or Y, that was
used changed in this example depending on the final state of C. To explain this curious effect, consider the timing
diagram at the bottom of Figure 2. In the third case (Data In, Example 3), where A is selected to be the output used,
thevalue stored as A iscollected after the data changed state. For the caseswhere B or Cisused, the datais collected
before the data changed state Therefore, when A is used, the number of clock periods the output is delayed must be
reduced by one.

The number of output stages of clock period delay can be increased as needed to allow the initial establishment
of the alignment of the first byte of each input cell with all the other input cells. Once the first establishment is
accomplished, as the input timing slowly drifts due to temperature or supply voltage, the change in timing can be
adjusted using the three rules listed above, with the * use output X/Y” part of the rules re-worded using “add/remove
one clock period of delay”. Thus, aslong asthe timing driftsare slow, once the phase recovery circuit isinitialized,
the phase lock can be maintained, even if the timing drift covers several clock periods. The “as long as the timing
drifts are slow” statement means that the maximum timing drift between synchronization data patternsis limited to
one third a clock period. Expected timing drifts are in the millisecond to second per nsec. of drift region. Thus the
density of synchronization data patterns needed is at most one synchronization pattern per thousand cell times. It is
not possible to provide reliable cell transfer in an ATM switch with any link fully loaded. The switch path contention
will cause the switch to fail. (have cell loss) Thusit is reasonable to expect that at least one in every hundred cells
on any data path within a switch are unassigned cells. The unassigned cell format can be designed to fill the need for
a synchronization cell.

1 |tisassumed herethat the output of FF3 is given sufficient timeto resolve so that the probability of FF3 being unresolved at the
output sample time is acceptably low. The circuits used to achieve this requirement will be presented later.
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FIGURE 2
Simplified “ Stay Away From Metastability” Embodiment

Deferring the description of the control circuits needed for MUX 1 and MUX 2 of Figure 2, consider how small
atimeinterval can be used between Clk1, Clk2, and Clk3. There are two limits, and both must be meet.

* (1) Thetimeinterval between each clock (4, to, or t3) must be larger than the sum of: (&) clock jitter, (b) the
timing differences between datarising and falling transitions, and (c) the tolerance of setting the clocking time
interval between Clk1, Clk2, and CIk3.

* (2) For tg, the time period between collecting a data sample and the local clock must be enough to allow the
collected sample to pass through the collecting flip-flop, MUX 1, and then meet the setup requirements of
another flip-flop; and then also meet the clock jitter and the tolerance of setting the clocking timeinterval. Using
the timing shown in Figure 2, the time interval between Clk3 and the Local Clock isthe critical time period for
thistiming limit.

Thetime interval needed to meet limit (1) above. as depicted in Figure 3, isapproximately 1.25 nsec. for the 0.8
micron process. [Using for each part of (1); (a) about one forth nsec., (b) about one half nsec., and (c) about one half
nsec.] The time interval needed to meet limit (2) above. as depicted in Figure 3, is approximately 3.25 nsec.
[approximately 1 nsec. for each; flip-flop propagation delay, mux propagation delay, and flip-flop setup, plusthe 0.25
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nsec for clock jitter.] Thusthe minimum clock period for the Circuit of Figure 1 is approximately 1.25 + 1.25 +1.00
+ 1.00 + 1.00 + 0.25 = 5.75 nsec. and thus the maximum clock frequency is about 170 Mhz. for this scheme using a
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|
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|

|

|

|

|

|

Propagation Delay For Fig. 4, the above “( 2tge+tgr +15) “is

YFFSET = Flip-Flop replaced, if larger, by “(teeprop + tMuxPrOP + trrsET )"
Setup Time (This equation is FF7 to FF4 timing. The sum of the FF2 to FF3, and FF3)
_______________ . (to FF1 timing is replaced by this equation if this equation islarger.)

FIGURE 3
Timing Diagram Showing Minimum Clock Period Equationsfor Different Circuits

0.8 micron CMOS process. Thereis asimple change to the circuit of Figure 2, shown in Figure 4, that would allow
a minimum clock period of about 4.25 nsec so, in the limit, with this technology, a 235 Mhz clock rate might be
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possible. (In fact, with a third rank of flip-flops, al three clocked with the local clock, and careful attention to the
clock distribution circuits to reduce jitter, a 300 Mhz clock might be possible.)

DataBit In D O D Q @
FF1 FF5
Local [ ¢ ¢ L] ®
Clock MUX D O}—s DataBit Out
D Q D Q 1 MUXL g
T FF4 @ 2
FF2 FF6 D Q
Clkz | +he Clock —C
@ Phase Clock Period
Select C Select Control
D Q D Q Control
Clk3 FF3 FF7
—C C
FIGURE 4

Tighter Re-Clocking of Clk 3 Input Timing. (Added Three Flip-Flops)

Returning to the example stated in the introduction that is being developed to help with the understanding of this
scheme, there is arequirement, for this example embodiment that the clock phasing circuit hold synchronization over
alittle less than two clock periods, (about 700 degrees) so MUX 2 must have inputs from three clock periods. Figure
5 showsthisaddition. Thecircuit of Figure5isacomplete datapath. If there are several datainputsthat areall driven
from asingleisochronous region, then the circuit of Figure 5 is complete except for the circuitry, associated with one
of the data inputs, that must be added to derive the control signalsfor MUX1 and MUX2. Using a scale of atype“D”
flip-flop = 8 equivalent gate areas, and a three input MUX = 4 equivalent gate areas, the total area of the circuit in
Figure 5is 80 equivalent gate areas.

DataBit In D Q D Q @
FF1 FF5
C —pC
Loca | [ | L
Clock] ~ MUX @ D Q ®
D Q D Q 1 Data Bit Out
FF2 FF6 | [ P4 b o © L
Clk2 c e Clock —pC MUX
= o o2
C
D Q D Q © |contro Clock Period
FF3 FF7 C Select Control
Clk3
C C
FIGURE 5

Complete Data Handling Cir cuit

A possible way to implement the circuit needed to provide the multiplexer control signalsis shown in Figure 6.
At the end of the Reset period this circuit is set to find the proper clock period of delay so that this datainput will have
its cell timing in synchronization with the rest of the data inputs on this chip. During this time the circuit is working
in the“learning” mode of operation. Once the proper clock period isfound, the circuit switchesto a “tracking” mode
of operation where the dataphasetiming is switched back and forth between clock periods as needed to continue the
dataphasetracking. Thesignalslabeled “3rd”, “4th”, and“5th” are signalsglobal to the chip and represent thetiming
for the 3rd, 4th, and 5th words of each cell. Thesignal labeled “Unassigned Cell Marker” isasignal that isreturned
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from the circuit block following the circuit described in this disclosure. The “Unassigned Cell Marker” signal must
be created by the circuit block following this disclosed circuit and returned to this disclosed block before the expected
arrival of the singlemarker word (thewordsof al “zeros’ followed by theword of all “ones). With the single marker
word located toward the end of the cell, as described in the preferred embodiment, this criteriais easy to meet by those
skilled in the art.?

Itisrequired that the format of each incoming data cell consist of the stri ng3 of FF, 00, 00 (hex) as noted above,
during the period just after the end of the Reset period. (This data format can be the switch fabric format of the
“unassigned” cell.) Using scaling simular to that used for Figure 5, the circuit of Figure 6 contains about 130
equivalent gate areas. Thus, even if a control circuit is required per input data pin, the size of each input phase
correcting circuit would be about 210 equivalent gate areas, which is still very close to the size of the pad itself. If
one control circuit can be shared among eight data inputs, then the area per gate is about 95 equivalent gate areas, or
one half the area of a pad.

There are some large area circuits needed that are associated with all the input pad circuits. These large area
circuitsinclude the circuit that derivesthe “3ed”, “4th”, and “5th” signals and the circuit that createsthe “Clk2" and
“Clk3" signals. The arearequired for these large area circuits can be amortized over al the input pads and need not
contribute significantly to the area required for the entire circuit on the IC chip. The large area circuits will be
developed later.

2 This example of the preferred embodiment circuit isfor an ATM external cell format that is 53 words long with the unassigned
cell containing; First, the five bytes of an unassigned cell header, then a 00, 00, and FF hex pattern as the next three bytes. The
remaining 45 bytes of the ATM unassigned cell format may contain any value. Other externa (or internal) cell format lengths
can be handled with suitable adjustment of the cell level timing and unassigned cell format.

3 00,00, FF (hex) isjust an example. The control circuit of Figure 6 can easily be modified to use aFF,00, 00 (hex) string.
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FIGURE 6
Control For Data Handling Circuit

A key to the operation of the control circuit of Figure 6 isthat the three flip-flops, with outputs“E”, “F’, and “ G”,
must be stable before the outputs are used. It doesn’t mater if one of the flip-flops is driven metastable, but it does
mater that the output of the three flip-flops be interpreted the same by each of the circuits dependent on the state of the
three flip-flops. Note that the outputs “E”, “F”, and “G” are created by the clock gating signal “D”, which occurs at
cell time 3, 4, or 5. Theoutputs “E”, “F’, and “G” are not used until “T”, which is several periods after “D”. Thus
the three flip-flops will have several clock periods to recover from a possible metastable state. The number of clock
periodsbetween“D” and“T” isexpected to be adjusted such that the probability that one of the three flip-flopsis still
metastable at “ T” is acceptably small. With typical 0.8um processes, the three clock period delay shown in Figure 6
is enough to reduce the probability a flip-flop is till unresolved at “T” to less than one chance in thousands of
centuries.

It will be helpful to define the state of outputs “E”, “F”, and “G” asavector [E F G]. Using this notation, and

remembering the discussion of the timing diagram shown in Figure 2, there are only six possible vectors. They are
[100], [110], [111]. [011]. [001], and [00Q]. Once initialized, the control circuit is designed to only sample the
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incoming data when thereis a unassigned cell in the incoming data stream. It is possible, with metastability, that the
data path flip-flop, FF4 of Figure 5, will be set to a“1” while the three input flip-flops with outputs“E”, “F”, and “G”
areall setto“0". The control circuit must not allow this condition to happen. We count on at least one of the three
flip-flops containing a “1” in order to know what correction, if any, is needed to keep the data synchronized.
Remembering that the data to clock phase shift isadowly varying function, the control circuit is designed such that
thefirst time a[001] or [100] vector is captured, the control will switch to the adjacent clock period, which will cause
a[110] or a[011] to be captured at the next sample time. The slowness of the skew change means that, at most, only
one element of the three flip-flop vector can change between any two samples. Thus[011] can changeto [111], or can
change to [001] at the next sample time. If [011] changes to [001], then, as shown in the diagram of Figure 7, the
counter element in Figure 6 will increment causing the following sample time to be offset forward one clock period.
(A linear presentation with some addition waveform detail is shown in Figure 8.) The forward offset of one clock
period means that, at the following sample time, the possible vectors that can be captured are [110] and [100]. Thus
the control circuit must be designed to switch forward to the adjacent clock period when the first [001] is captured, so
that the possible next sampletime vector valuesare [110] and [100]. ([111] isnot allowed because we are switching
clock periods on the first occurrence of [001]. This means that the data transition edgeisnear Clk 2 and can not be
near Clk 3 unless the timing drift is fast. A fast timing drift violates a basic premise on which this whole design is
based.) Note if the next sample time vector is[100], then the control circuit will switch back one clock period, and
the following sample time vectors may be [001] or [011]. Thusit is possible that the control circuit can oscillate
between sampling at two adjacent clock periods, or smoothly move from clock period to clock period without losing
synchronization. In either case, Figure 7 shows the allowed state to state movement of the states of the three flip-flop
vector. The diagram shows the primary “jumps’ from [001] and [100] in solid arcs, and possible jumps if the first
sample was near metastability and settled to a different value the second time the incoming data was sampled, as
dashed arcs. Returning to Figure 6, note that the decoding for the increment and decrement inputs to the counter that
sets the clock sampling period are [001] and [100].

[011]

[111]

[110]

FIGURE 7
Diagram of Possible Three Flip-flop Vector Movement
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The information presented in Figure 8 is an example of alinear section of the closed form diagram in Figure 7.
In Figure 8, there are eleven exampl es, EXample one (EX1) through EXample eleven (EX11), of theinput datatiming

[1112] One Clock |<_
EX1 Period
—+ + +F —t

1 2 3 5 I 2 3 1 2 3 1 2 3 1 2 3

A A AN/N/NN
e S L . 55
1 2 3 1 2 3 PIK
EX10 “DataBit in”
1 Timing for
EX11 ThisEXample ol
| f f f f f K ﬁl Counter =2 I
1 2 3 1 2 3 LR 3

Figure8

A Linear Version Section of Figure 7 With Some Additional Detail Shown
( 11 Examples of Data Input Timing Shown)

relativetothelocal clock. Figure8showswith avertical line, or “tick” mark, the time at which each of the three clocks
sampletheinput data. The value of the vector [E F G] is noted for each example. Figure 8 showstwo cases where the
Counter of Figure 6 changes value. The use of solid and dashed arcs indicating the change of the Counter value and
resulting next vector value follows the same convention asisused in Figure 7. Beginning with EX1, the vector value
is [111] and the Counter value is“0”. If the Data In values begin to arrive later in time, then the input timing will
slowly evolve to EX2 with avector value of [011]. If the DataIn values continueto arrive later and later, eventually
EX3will bereached. Thefirst time EX3istrue, per Figure 7, the Counter will beincremented. With Counter = 1, the
DataIn of EX3which produced avector of [001], will now produce a vector value of [100], which is EX4, or [110],
which is EX5. Note that to get to EX4, the next Data In timing had dropped back across the clk2 tick mark. Asthe

Wash | ngton Applied Research Laboratory

WASHINGTON=UNIVERSITY=IN=ST=LOUIS




<% Digital Phase Adjustment Scheme 12 6/3/98,Chaney

Data In timing drift is expected to be slow relative to the clock rate, it is reasonable to expect there to be many cases
where the timing drifts back and forth across the clk2 tick mark and, as a result, the Counter is incremented, then
decremented, then incremented, etc. Figure 8 shows the Data In timing drifting over more than one clock period to
show that, in general, the type circuit described in this patent can operate properly over many clock periods.

Moving from the reset state to the tracking state is controlled by the flip-flop with output “H” in Figure 6. This
flip-flop is cleared by the reset signal, then set when either “E” or “F” first become a“1”. Half of the clock period
control counter increment input circuit and half of the gating that createsthe signal “D” are conditional on “H”. The
general schemeisthat just after reset, only unassigned cell data streams are present at the input pin and thusthereisa
single bytethatisa“FF”, hex, value per cell time. Except for the cell header area, the other cell bytesare “00”, hex.
At reset the counter is set to zero and thus MUX 3 is passing the “3rd” clock enablesignal. “H” isa“0", soaslong
as“E” and “F’ are both “0”, and signal “D” will occur every cell time. If, for example, the time skew of the data
placesthe single “FF” byte at the 4th clock time, the first time after reset the three flip-flops with outputs “E”, “F”,
and “G” areloaded, they will all contain “0”. Thus the counter will be incremented, and a second “D” signal will be
allowed. Thistime the three flip-flop output vector will contain non-zero elements. There are only three possible
vector values: [001], [011], and [111]. Itispossible that the left most “1” in each vector isthe result of metastability,
and thus if a second sample were taken, the left most “1” could become a“0”. Thisisonly a problem if the vector
valuewas[001]. If thecircuit switched from the reset to the tracking state based on [001], then thereis the possibility
that the next sample would be [000] and the tracking control would fail. In the tracking mode, the detection of a[001]
would cause an increment anyway, thus one more increment of the counter isrequired before switching from the reset
to the tracking mode. Thisisthe reason the setting of the “H” flip-flop is conditional on only “E” and “F".

The last part of the control circuit that needs to be discussed is the section with the two exclusive OR gates, the
two flip-flops and the AND gate that create the signals“1”, “J’, and “K”. Note that only one of the three outputs“1”,
“J, and “K” can be asserted at any given time. Also, the asserted output is a function of the placement of the change
between “1"sand “0”sin thethreeflip-flop vector. The outputs “1”,“J’", and “K” control MUX 1 of Figure 5 as shown
in Figure 9, which showsthe completeinput pad dataand control circuit. ( Except for thelarge areasignal generation.)
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Fl
Full Data Handling and Control Circuit

The circuit shown in Figure 9 can be expanded to cover alarger range (number of clock periods) of datato clock
skew, than the two clock periods used as the examplefor this devel opment, by increasing the number of inputsto MUX
2 and MUX 3 and by increasing the number of bitsin the counter. The balance of the circuit remains the same. Thus
the circuit could accommaodate two more clock periods of clock skew, for atotal of four clock periods of skew, with
the addition of two more cell times, “ 1st” and “2ed” feeding into MUX 3, the addition of two more flip-flops feeding
into MUX 2, and the addition of one more bit to the counter block. Thusthis circuit remains near the size of alC chip
pad even for several clock periods of datato clock skew. Allowing seven clock periods of skew and operating the
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circuit at 300 Mhz, atotal of over 20 nsec of datato clock skew isallowed and the size of the circuit has not noticeably
increased from the circuit shown in Figure 9.

TheWide Area Circuits

A circuit is needed that generates the Clk1, Clk2, and Clk3 signals (note Clk1 isjust the local clock, so this one
is“free”), and the clock signals must be generated in away that they can be distributed over a reasonable area of the
IC chip. The cell time signals, “3rd”, “4th”, and “5th” must also be generated, but these signals are all just clock
enable signals and thus the pulse shape and time placement of the pulse edges are not very critical. The cell time
signals can be generated from a modul o 53 counter and distributed as any data on the chip isdistributed. From Figure
1, The“Start of Cell Marker” signal isthe signal that synchronizesthe modulo 53 counter. Thusthe cell time signal
generation circuit isrelatively simple and small, on the order of 12 to 15 flip-flop equivalents for the whole IC chip.
The generation of the three skewed clock signals is more complicated and will be dealt with in some detail in this
section.

Itispossibleto create the three skewed clock signals off-chip and have three clock pins on each |C package. This
approach has some merit. The three signals only need to remain skewed relative to each other as they are distributed
about the printed circuit board, and through the various stages of clock drivers on the IC chip itself. For a 100 Mhz
application using a 0.8um CMOS process, this approach might be quite reasonable. But an externally formed set of
skewed clock signalsis not the only solution. The three signals can be created from one IC chip clock input using
circuits on the chip. The on-chip solution should reduce the clock timing jitter tolerance build up created by the
contribution of each driver element, and the crosstalk on the distribution line aong the way from the skewing source
to the place the signals are used, which is at the data input pads.

Note the three skewed clock signals were defined in terms of a fraction of a clock period. A delay line can be
designed using enough invertersthat if each inverter has a minimum delay, the total delay of the line will be one clock
period. AsIC chip gate delays can typically vary by afour to one ratio, it is possible that the total delay of a given
delay line on a given IC chip will be four clock periods. If acircuit is attached to the inverter gate delay line that
records how many inverter gatesit took to get one clock period of delay, then that number can be divided by three to
get the number of inverter gates needed to make our one third clock period delay (and similarly, a two thirds clock
period delay). Notethat this schemeis not dependent of having afast clock. If aslow clock were used, as may betrue
in chip testing, then the circuit would just report that the clock period was longer than the delay of the whole delay line
and then divide the total number of invertersin the delay line by three. The circuit would just use one third the number
of invertersin the whole delay line to set the skew time between the three skewed clocks. Thus, with slow clocks, the
three skewed clockswill be“bunched up” and be displaced by much lessthan one third aclock period, but the absolute
skew time between the clocks will be larger than the skew time when the circuit is operating with a fast clock input.

The number of inverters needed in the delay line between time steps, or the “granularity” of the delay line, isa
function of the expected values of tgg and tjand also the maximum expected clock rate. Asthe maximum clock rate
decreases, the number of taps on the delay line decreases, until, in the limit, the number of taps are two. Using the
values of tgg and ty of 0.5nsand 0.25ns, respectively, and assuming a design for amaximum clock rate of 200Mhz,
acircuit of the type shown in Figure 10 can be used to generate the three clocks. For this example, there are only two
time settings. One if the total delay propagation time is less than the clock period, and one of the total delay
propagation time is greater than the clock period. Note that the number of delay line taps for this example is only
three. (Thefourth “tap” only connectsto dummy loads and isincluded to illustrate the circuit detail srequired to assure
amatched circuit.) Included in this circuit are the dummy loads created by some of the multiplexer circuits needed to
assure the circuit loading remains matched. For 0.8um CMOS processes, the delays of 0.45 to 1.8ns shown can
typically be created from apair of logic inverter circuits.* The circuit of Figure 10 uses aflip-flop (FF2) to determine
if the delay line has atotal delay of more or lessthan 5ns. If thetotal delay is more than 5ns, then FF2 will be set to a
“zero”. Note the selection process stops at the end of the system wide reset period to eliminate the possibility of
fragmented clock pulses that can result when FF2 changes states.

4 Notethe propagation delay of FF1 isexpected to match the propagation delay of the inverter string delay. There will probably
be some error in this match, but the effect of this error will be small. There will also be some error introduced by the timing of
the skew between the clock and datainput that causes FF2 to become metastable. |deally, the clock to data skew would be zero.
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A Possible Large Area Control Circuit

FIGURE 10

(Delay Vaues Shown are Mimimum - Maximum values over process, temperature and voltage,)

(needed for acircuit that will operate with a 200Mhz maximum clock rate.)
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Figurell
Timing at the Boundaries of the Delay Line Delay with the Two Different Allowed Tap Settings.

Figure 11 illustrates the variation in timing of the three clocks as the delay line of Figure 10 varies from its
maximum (9.0ns) to its minimum (2.25ns) value. If, for this particular circuit and particular voltage and temperature
conditions, the delay line propagation is a the maximum (9ns), then the timing shown as “A” is correct. If the delay
line propagation is 5 ns, and FF2 of Figure 10 isa“zero”, then the timing shown as “B” is correct. If the delay line
propagétion is 5 ns, but FF2 isa*“one”, then the timing shown as“C” is correct. Finaly, if this particular circuit has
the shortest possible propagation delays, then the timing shown as“D” is correct. Thus, for our example case with the
clock at 200mhz, and the circuit values stated, the two time settings are sufficient.

Itispossiblethat thiscircuit will betested at aslow clock rate. 1f aslower clock operation isaccompanied by an
increase in the clock jitter or longer rise and fall times, then it is possible that the circuit of Figure 10 will require an
additional stage of time discrimination. The extension required to the circuit shown in Figure 10 to accomplish thisis
easy for those skilled in the art.
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