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Abstract

Recent research in switching has concentrated on
various forms of statistical switching networks capa�
ble of supporting user connections of arbitrary band�
width� Fast packet switching is one approach that
has gained a lot of attention and is being studied by
many researchers� This paper addresses the problem
of how the con�guration of user connections a�ects
the loading of the internal links of a switching fabric
used for fast packet switching� It introduces a sys�
tematic method of analyzing the e�ects of a given
tra�c con�guration and applies this method to the
analysis of several proposed switching architectures�
While the method does not completely characterize
the performance of these networks� it does provide
a useful �rst�order characterization and is a valuable
adjunct to queueing and simulation models�

�� Introduction

Fast packet switching is the focus of much of the
current research in advanced switching architectures�
Kulzer and Montgomery ���	 describe a system un�
der development at AT
T Bell Laboratories since
about ����� During that same period a group of re�
searchers at CNET in France has developed a sys�
tem called Prelude� based on fast packet switch�
ing �
	� More recently groups at Bell Communica�
tions Research ��	� Bell Telephone Manufacturing ��	�
CSELT ��	� NEC ���	 and Washington University ��
	
have undertaken similar research e�orts�
Researchers have studied various types of switching

fabrics to support a fast packet network� One class of
fabrics is based on the delta networks� a well�known
class of fabrics� �rst proposed as interconnection net�
works in parallel computer systems� Most studies of
the performance of such networks focus on the queue�
ing behavior under uniform random tra�c ��	� The
uniform random tra�c assumption is that packets
are generated independently at each input and as�
signed random addresses� While this kind of perfor�
mance information is important and useful� it does
not capture the e�ects of di�erent loading conditions
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on the network�s behavior� In fast packet switching
applications� the load imposed on a switch fabric is
the result of user connections that pass through the
switch� with each connection entering and leaving on
a particular pair of links� Connections remain �xed
for fairly long periods of time and may have average
data rates that vary over a wide range� In this pa�
per� we focus on the e�ects of user connections on
the loading of links within a switch fabric and de�
velop a systematic method of analyzing the e�ects of
di�erent tra�c patterns� Our method allows us to
prove theorems characterizing the worst�case loading
for various switching fabrics� The paper includes a
number of such theorems� both as illustrations of our
method and for their inherent interest�
Most of the early work on fast packet switching

was motivated by the desire to carry both voice and
data on a single network supporting point�to�point
communication� Recently� the focus has shifted to
higher speed applications including video� and inter�
est has been growing in networks that support mul�
tipoint communication� Multipoint connections can
include an arbitrary number of endpoints and can be
used to support video distribution� teleconferencing
and LAN interconnection ��
	� Switching networks
supporting multipoint communication must replicate
packets� This leads to new switching structures with
new characteristics� The performance of these net�
works can be studied using queueing models and sim�
ulation ��	� In this paper we apply our method of
loading analysis to characterize the worst�case load�
ing conditions in such networks�
In section 
 of the paper� we introduce our method

of analysis and apply it to several switching fabrics
for point�to�point communication� These include a
standard delta network� a delta network preceded by
distribution stages and a variation using four port
switch elements� proposed by Lea ��	� In section �� we
apply our method to the analysis of the copy network
proposed in ��
	 and several variations�

�� Networks for Point�to�Point Communica�

tion

We de�ne a packet switching network �or simply
network� as a directed graph G � �N�L� consisting
of a set of nodes N and a set of directed arcs or



Figure �� Composition Operation

Figure 
� Recursive Construction of Delta Network

links L� In addition� G contains a set of distinguished
input nodes I and a set of distinguished output nodes

O� Input and output nodes are also referred to as
ports� Each input port has a single outgoing link and
no incoming links� while each output port contains a
single incoming link and no outgoing links�
In this paper� we limit ourselves to networks in

which the number of input nodes equals the number
of output nodes� When we refer to an n port network�
we mean a network with n input nodes and n out�
put nodes� numbered from � to n � �� We also limit
ourselves to networks� which can be divided into a se�
quence of stages� We say that input ports are in stage
� and for i � �� a node v is in stage i if for all links
�u� v�� u is in stage i��� A link �u� v� is said to be in
stage i if u is in stage i� In the networks we consider�
all output ports are in a separate stage by themselves�
When we refer to a k stage network� we mean that
there are k stages containing internal nodes� that is�
we neglect the input and output stages�
When describing particular networks� we will �nd

it convenient to use a composition operation� We de�
note a composition of two networks X� and X� by
X� h�X�� where h is a positive integer� The composi�
tion operation yields a new network consisting of one
or more copies of X� connected to one or more copies
of X�� with h links joining each pair of subnetworks�
More precisely� if X� is an n� port network and X� is
an n� port network then X� h�X� is formed by tak�
ing n��h copies of X� numbered from � to �n��h���

followed by n��h copies of X�� numbered from � to
�n��h� � �� Then� for � � i � n�� � � j � n�� we
join X��i� to X��j� using h links� these links con�
nect output port �n��h�m� j of X��i� to input port
�n��h�m � i of X��j�� where � � m � h� Finally�
we eliminate the former input and output nodes that
are now internal and renumber the input and out�
put nodes of the network as follows� if u was input
port i of X��j�� it becomes input jn� � i in the new
network� similarly if v was output port i of X��j��
it becomes output jn� � i� We also allow compo�
sition of more than two networks� the composition
X� h�X� i�X� is obtained by letting Y� � X� h�X�

and Y� � X� i�X�� then identifying the copies of X�

in Y� and Y�� This requires of course that the number
of copies of X� generated by the two initial compo�
sitions be the same� Note this is not the same as
�X� h�X�� i�X�� The composition operation is illus�
trated in Figure ��
A connection through a network is de�ned as a

triple �x� y� �� where x � I� y � O and � � � � �� A
connection induces a load on the various links that lie
on paths joining the connection�s input and output
ports� The load induced by a connection �x� y� �� on
the link leaving x is de�ned to be �� The magnitude
of the induced loads on the internal links depends
on the types of the nodes and the topology of the
network� In this section� we will consider only a single
node type� If � is the sum of the loads induced by
a connection �x� y� �� on the input links of a node u�
and u has i output links that lie on paths from x to
y� then the load induced by the connection on each
of these output links is ��i and the load induced on
all other output links is ��
A con�guration is de�ned as a set of connections�

The load induced by a con�guration on a link � is
simply the sum of the loads induced by the individ�
ual connections and is denoted ���C�� A con�gura�
tion C � fc� � � � crg is ��bounded if for all input and
output links �� ���C� � �� We say that a con�gura�
tion is legal if it is ��bounded and that a network is
robust if for every legal con�guration C� ���C� � �
for all links ��
Delta networks form a well�known class of useful

switching networks ��� �	� We can de�ne these recur�
sively using the composition operation� Let D� be a
network with two input ports and two output ports
connected to a single internal node� We then de�ne
Di � D� ��Di�� for all i � �� We refer to Dk as a k
stage delta network� note that Dk has n � 
k ports�
An example of a � stage delta network is given in
Figure 
�
Delta networks have been widely studied and have

many interesting properties� Most useful is the self�

routing property that allows paths from inputs to out�
puts to be easily determined� A related property is
that there is a single path connecting any input node
to any output node� For the purposes of our load�
ing analysis� this means that a connection �x� y� ��
induces a load of � on all links that lie on that path



Connections �i� i� �� for � � i � ���

Figure �� Worst�Case Con�guration for a Delta Net�
work

and a load of � on all other links� To illustrate our
method of loading analysis� we start with a simple
theorem which characterizes the worst�case loading
for a delta network�

Theorem ���� Let C � fc�� � � � � crg be an ��
bounded con�guration for Dk� Then ���C� � �

p
n

for all links ��

Proof� Consider a particular link � in stage i� No�
tice that there are exactly 
i input links from which
� can be reached and exactly 
k�i output links that
can be reached from �� Because the con�guration is
��bounded�

���C� � �
�i and �� � �
k�i

So�

���C� � � min
��i�k

f
i� 
k�ig � �
bk��c � �
p
n �

The bound in Theorem 
�� can be achieved as il�
lustrated in Figure �� We note that delta networks
are readily generalized to networks in which each in�
ternal node has m input ports and m output ports�
The following theorem is proved in the same way as
Theorem 
��

Theorem ���� Let C � fc�� � � � � crg be an ��
bounded con�guration for an n�port m�ary delta net�

work� Then ���C� � �
p
n for all links ��

The bounds in the above theorems and the fact
that there are tra�c patterns that achieve the
bounds� lead to the conclusion that the binary andm�
ary delta networks can perform poorly under worst�
case loading conditions� This has been observed pre�
viously and various approaches have been proposed
to remedy the situation� We analyze two such ap�
proaches here� The �rst is to add one or more stages
of distribution nodes at the front of a delta network�
We denote a delta network with k routing stages

and d distribution stages as Dk�d� which we de�ne
by Dk�d � Dd ��Dk�d ��Dd� This is illustrated in
Figure �� If we consider the load induced by a con�
nection �x� y� �� on the links in such a network� we
note that for any node u in the �rst d stages that lies
on a path from x to y� both of u�s output links lie
on paths from x to y� hence the incoming load from
the connection is distributed across u�s output links�
In contrast� any node v in the last k stages is on at
most one path from x to y� We refer to the nodes in
the �rst d stages as distribution nodes and the nodes
in the last k stages as routing nodes�

Theorem ���� Let C � fc�� � � � � crg be an ��
bounded con�guration for Dk�d� Then ���C� �
�n
�d�k�d���e for all links ��

Proof� For any link �� we de�ne C� � C to be
the set of connections �x� y� �� � C for which � lies
on some path from x to y� If � is in stage i and
ch � �xh� yh� �h� is any connection� then

���ch� �
��
�
�h


�i �� i� d
�h


�d d� i� k
�h


��k�d�i� k � i� k � d

Also� because the con�guration is assumed to be ��
bounded

X
ch�C�

�h � �
i and
X
ch�C�

�h � �
k�d�i

So� if � � i � d�

���C� �
X
ch�C�

���ch� � 
�i
X
ch�C�

�h � �

If k � i � k � d�

���C� �
X
ch�C�

���ch� � 
��k�d�i�
X
ch�C�

�h � �

And if d � i � k�

���C� � 
�d
X
ch�C�

�h

� �
�d min
d�i�k

�

i� 
k�d�i

�

� �
k min
d�i�k

n

��k�d�i�� 
�i

o

� �n
�d�k�d���e �

The bound in Theorem 
�� is the best possible�
as illustrated by the example in Figure �� Theo�
rem 
�� tells us that every time we add two distri�
bution stages� we reduce the worst�case load by a
factor of 
� To achieve a robust network� we require
d � k � �� Also note that with respect to worst�case
loading� it never makes sense to have k � d an even
number� since a network with one fewer distribution
stage has the same worst�case loading characteristics�
We note that this result can be readily generalized

to networks with nodes having m input and output
ports� The bound in the statement of the theorem be�
comes nm�d�k�d���e �with k � logm n� and the proof
is essentially the same as the one given�
In ��	� Lea proposes a variant of the delta network

that we refer to as the alternate routing network� We
can de�ne this network recursively using the com�
position operation� The base network is denoted by
A� and consists of four input ports and four out�
put ports connected to a single internal node� For
i � �� Ai � A� ��Ai��� An example of an alternate
routing network is given in Figure �� Note that an
alternate routing network with k stages has n � 
k��

ports� Given any connection �x� y� ��� if u is in the



Figure �� Construction of Delta Network with Distribution Stages

Figure �� Worst�Case Con�guration for a Delta Network with Distribution Stages

�rst k � � stages and lies on some path from x to
y� then two of u�s output links lie on paths from x
to y� Consequently� whatever load is induced on the
input links of u will be shared by two of u�s output
links� We now characterize the worst�case load for
such a network� The following theorem characterizes
the worst�case loading of an alternate routing fabric�
We note that essentially the same result is stated �in
somewhat di�erent terms� in ��	�

Theorem ���� Let C � fc�� � � � � crg be an ��
bounded con�guration for Ak� Then ���C� � �n���

for all links ��

Proof� For any link �� we de�ne C� � C as in the
proof of Theorem 
��� If � is in stage i and ch �
�xh� yh� �h� is any connection� then

���ch� �
�
�h
�i �� i� bk�
c
�h
��k�i��� bk�
c� �� i� k � �

Also� because the con�guration is assumed to be ��
boundedX

ch�C�

�h � ��i and
X
ch�C�

�h � �
k�i��

So� if i � bk��c�
���C� �

X
ch�C�

���ch� � 
�i
X
ch�C�

�h

� �
i � �
bk��c � �n���

If bk��c � � � i � bk�
c
���C� � 
�i

X
ch�C�

�h � �
k��i�� � �n���

And if bk�
c� � � i

���C� � 
��k�i���
X
ch�C�

�h � � �



Figure �� Construction of Alternate Routing Network

�� Loading in Copy Networks

Recently� several research groups have been study�
ing the problem of multipoint communication in
high speed packet networks and have developed new
types of switching systems to support such networks�
In ��
	� this author describes a particular switching
system comprising two constituent networks� a copy

network used to replicate packets belonging to multi�
point connections and a routing network used to route
the resulting copies to the appropriate outgoing links�
In this section we study the worst�case loading in the
copy network of ��
	� as well as several variants�
When dealing with copy networks� we must modify

our de�nition of connection� In the current context�
we de�ne a connection to be an an ordered triple
�x� F� ��� where x is the input port of the copy net�
work where packets belonging to the connection en�
ter� F is the fanout of the connection and � is the
load induced by the connection at the input port x�
The fanout of the connection is the number of copies
that must be produced by the copy network for each
input packet� We say that a tra�c con�guration C
is ��bounded if ���C� � � for all input ports � andP

�x�F����C �F � �n� where n is the number of input
and output ports� A legal con�guration is one that
is ��bounded�
Reference ��
	� describes a copy network that is

topologically identical to a delta network� However�
the nodes of a copy network replicate received pack�
ets under certain conditions� Speci�cally� a node
may replicate a packet if the number of output ports
reachable from that node is less than 
F � where F
is the fanout of the connection the packet belongs
to� Packets that are not replicated are routed to an
arbitrarily selected output� Hence� if � is the load in�

duced on the input links of a node u by a connection
�x� F� ��� then the load induced on each of u�s output
links is �� if the number of output ports that can be
reached from u is � 
F and ��
 otherwise�
Given these de�nitions� we �nd that for a connec�

tion c � �x� F� �� and a link � in stage i�

���c� �

��������
�������

� if there is no path from
input x to link �

�
�i if there is a path and
� � i � k � dlog� F e

�
��k�dlog
�
Fe� if there is a path and

i � k � dlog� F e
Our �rst theorem� which was �rst proved in ��	 shows
that the worst�case loading in a copy network is
bounded�

Theorem ���� Let C � �c�� � � � � cr� be any ��
bounded con�guration for an n�port copy network�

Then� ���C� � �� for all links ��

Proof� Let k � log� n be the number of stages in
the network� For any link �� we de�ne C� � C to be
the set of connections �x� F� �� � C for which � lies
on some path from x to y� If � is in stage i and ch �
�xh� Fh� �h� is any connection and fh � dlog� Fhe�
then

���ch� �
�
�h
�i �� i � k � fh
�h


��k�fh� k � fh � i� k

Let

C�
� � fch � C� j i � k � fhg

C�
� � fch � C� j i � k � fhg

Because the con�guration is assumed to be ��
bounded�

P
ch�C

�

�

�h � �
i So�

���C
�
� � �

X
ch�C

�

�

���ch� � 
�i
X

ch�C
�

�

�h � �

Also�

���C
�
� � �

X
ch�C

�
�

���ch� � 
�k
X

ch�C
�
�


fh�h

� �
�n�
X

ch�C
�
�

Fh�h � 
�

Since ���C� � ���C
�
� � � ���C

�
� �� ���C� � ��� �

The bound in Theorem ��� cannot be improved�
It is not di�cult to construct sample tra�c con�g�
urations that induce loads approaching � on some
internal links�
Copy networks can also be constructed using nodes

with m � 
 input and output ports� In such net�
works� a node replicates a packet m times if the num�
ber of reachable output ports is less than mF � Sur�
prisingly� the worst�case performance of such a copy
network is worse than for a copy network constructed
from binary nodes�



Theorem ���� Let C � �c�� � � � � ch� be an ��
bounded con�guration for an n�port copy network

constructed from m�port nodes� Then ���C� �
��m � ��� for all links ��

The proof of this is very similar to that of Theo�
rem ���� The bound is the best possible� it is not dif�
�cult to construct legal tra�c con�gurations that in�
duce loads approaching m�� on some internal links�
As with routing networks� we can improve the

worst�case performance of a copy network by adding
distribution stages� The topology of such a network
is identical to a routing network with added distribu�
tion stages� The e�ect on the worst�case loading is
captured by the following theorem�

Theorem ���� Let C � �c�� � � � � ch� be an ��
bounded con�guration for a copy network with k
copy stages and d distribution stages� Then ���C� �
��� � 
��d�� for all links � in stages � to k � d � ��
�� � 
� for all links � in stage k � d�

Proof� For any link �� we de�ne C� � C as in the
proof of Theorem ���� Let ch � �xh� Fh� �h� denote
an arbitrary connection in C� fh � dlog� Fhe and let
� be any link in stage i� We de�ne

C�
� � fch � C� j i � k � d� fhg

C�
� � fch � C� j i � k � d� fhg

If i � k� then

���ch� �
�
�h
�i i � k � d� fh
�h
��k�d�fh� i� k � d� fh

and
P

ch�C
�

�

�h � �
i� So�

���C� � ���C
�
� � � ���C

�
� �

� 
�i
X

ch�C
�

�

�h � 
��k�d�
X

ch�C
�
�


fh�h

� �� �
��d�n�
X

ch�C
�
�

Fh�h � ��� � 
��d�

For k � i � k � d�

���ch� �
�
�h�n i � k � d� fh
��h�n�
i��k�d�fh� i� k � d� fh

So�

���C� � ���C
�
� � � ���C

�
� �

� ���n�
X

ch�C
�

�

�h

�
�

��k�d�i��n

� X
ch�C

�
�


fh�h

� ���n�

	

� X
ch�C

�

�

�h �
X

ch�C
�
�

Fh�h

�

�

�
�
�
���k�d�i� � ���n

� X
ch�C

�
�

Fh�h

� ��
�
�
���k�d�i� � ���n

� X
ch�C

�
�

Fh�h

� �
�
� � �
���k�d�i� � ��

�

This last expression is � 
� if i � k� d and is � � if
i � k � d� �
Theorem ��� shows that the worst�case loading in

a copy network can be brought very close to � in all
but the last stage links� by adding a few distribution
stages� Finally� we note that Theorem ��� can be
generalized to copy networks constructed with m�ary
nodes� In this case the bound on the worst�case load�
ing becomes ����m��d� for all but the last stage and
m for the last stage�

�� Closing Remarks

The �uid �ow loading analysis method described
here provides a useful �rst�order characterization of
a large class of packet switching fabrics� The method
is fairly easy to apply and leads to useful insights
that can guide the switching system architect to bet�
ter designs� It is not a complete characterization� as
it ignores queueing and contention� but when used
in conjunction with queueing and simulation models
based on uniform random tra�c� it can provide the
designer and performance analyst with a more com�
plete understanding of system performance�
The speci�c results obtained here are of substantial

interest� In particular� the analysis of the e�ect of dis�
tribution stages for both point�to�point and copy net�
works quanti�es the improvement obtained by adding
distribution stages and allows the system architect
to make intelligent choices when making the trade�
o� between performance and cost� We have found
that the use of nodes with more than two ports does
not improve the worst�case loading of point�to�point
delta networks� either with or without distribution
and surprisingly that it leads to worse loading in copy
networks�
There are several open problems that remain to

be addressed� One fundamental question is whether
or not there is a lower bound on the number of m
input� m output nodes in a point�to�point switch�
ing network that is robust� This is similar to the
question of the minimum number of crosspoints in
a non�blocking network� but cannot be deduced di�
rectly� since packet switching fabrics are allowed the
freedom of splitting the tra�c from individual con�
nections across multiple paths� A related question is
whether or not there exist robust fabrics with fewer
nodes than the ones described here� Our results for
copy networks have not led to a robust network be�
cause of the excess loading in the last stage� the only
apparent remedy for this at the moment is to dou�
ble the number of nodes in the last stage� with each
node having just one input link but two output links�



This of course doubles the number of copy network
outputs which makes it a rather costly solution� but
does give a robust network� Another problem of in�
terest is to apply our method of loading analysis to
other networks that have been proposed in the liter�
ature�
Finally� we note that there remains a need for a

more comprehensive approach to performance mod�
elling for these types of switching networks� one that
takes into account both the e�ect of user connections
and queueing� In addition� we need more realistic
models of the packet arrival processes associated with
each connection and the resulting performance im�
pact� The common assumption of Poisson arrivals is
grossly inaccurate for many of the applications that
fast packet switching is intended to support� These
applications typically alternate between active states
in which they transmit data at high rates and inac�
tive states in which they transmit little or no data�
Current performance models do not account for this
behavior and may lead to incorrect conclusions�
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