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Abstract

Over the last several years� a variety of multipoint virtual circuit switching
systems have been proposed for use in Asynchronous Transfer Mode �ATM�
networks� The inherent �exibility of ATM networking and the desire to apply
this technology to a wide range of di�erent applications makes it impractical
to rely on statistical tra�c models when engineering a system� This motivates
a renewed interest in networks which are nonblocking with respect to requests
to create or modify multipoint virtual circuits� While the various multipoint
switching system architectures can all be con	gured to achieve nonblocking
operation� for most� the cost of the nonblocking con	guration quickly becomes
prohibitive� We examine the complexity characteristics of a variety of mul

tipoint switch architectures� taking into account the switching network� the
memory required for routing multipoint virtual circuits and the e�ort required
to create or modify a virtual circuit� In particular� we show that a very simple
architecture� based on the concept of cell recycling� can be con	gured to be
nonblocking with optimal complexity in all three dimensions� This architecture
exempli	es a class of networks which we refer to as reroutably nonblocking�

�� Introduction

Multipoint virtual circuit networks support communication paths from a sender to an
arbitrary number of receivers� Multipoint virtual circuits induce a tree in the network
connecting the sender to the receivers� Switching systems participating in the virtual
circuit replicate received cells using virtual circuit identi�ers in the cell headers to access
control information stored in the switching system�s internal control tables� then use this
information to identify the outputs the cells are to be sent to and relabel the copies
before forwarding them on to other switching systems� Figure � illustrates the function
of a multipoint virtual circuit switch� The switch includes control information� shown
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Figure � Multipoint Switch Functionality

here as a table� which for each incoming virtual circuit provides a list of outputs and
outgoing virtual circuit identi	ers� For a cell received on input link i and virtual circuit
z� the switch forwards copies to outputs j�� j�� � � � after relabeling them with new virtual
circuit identi	ers� y�� y�� � � �

This paper explores the question of how to design a multipoint virtual circuit switch so
that no legitimate request to establish a new virtual circuit or extend an existing virtual
circuit �adding an additional endpoint� need be refused for lack of switching system
resources� That is� we are interested in systems that are nonblocking with respect to
virtual circuit requests and have minimal complexity� where the complexity measures
we are concerned with are ��� the hardware required for the switching network� ���
the memory required for de	ning the collection multipoint virtual circuits and ��� the
amount of work that must be done to respond to a requested incremental change to a
virtual circuit� For a system with n inputs and outputs and capable of supporting m
virtual circuits per input�output� an optimal system will has a network complexity of
O�n log n�� contains O�mn� words of memory with O�logmn� bits per word and can be
recon	gured in response to an incremental change request by modifying a 	xed number
of memory words�

We study this question by reviewing the architecture of several multipoint virtual
circuit switching systems� showing how they can be con	gured to provide nonblocking
multipoint operation and determining the complexity of these con	gurations� We con

clude with a novel multipoint switch architecture that is conceptually very simple and
is simultaneously optimal in all three complexity dimensions�

�� Lee�s Multipoint Switch Architecture

Lee ��� describes a multipoint switch architecture that uses unbu�ered switching compo

nents and a novel contention resolution scheme to handle the fanout contention associated
with multipoint virtual circuits� The design is shown in Figure �� It includes a point

to
point switching system on the right preceded by several additional components to
handle multipoint� Cells are received at the Port Processors �pp� on the left where they
are assigned a Fanout and a Broadcast Channel Number �bcn�� The cells then pass
through a concentrator network� which places the cells on consecutive outputs so as to



Figure � Lee�s Multipoint Switch Architecture

Figure � Example of Operation of Lee�s Multipoint Architecture

ensure non
blocking operation of the subsequent networks� Next� the cells pass through
a running adder network� which for the cell on output port i computes the sum of the
fanouts of all cells entering on ports � through i� � and places this sum in a 	eld of the
cell �this is done for all output ports� using a network with n log� n simple processing
elements�� Following the adder� the cells enter a set of dummy address encoders �dac��
which perform two functions� First� the dac at output i sets a variable lo to be the sum
computed by the adder network for output i and lets hi � lo � fi � � where fi is the
fanout of the cell at output i� If hi exceeds the number of outputs of the entire network�
the cell is discarded� The dacs return an acknowledgement to the sending input for each
cell that is not discarded� The discarded cells are retransmitted later�

For the cells that are not discarded� lo and hi are inserted into the cell header as the
cell is sent to the copy network� The copy network sends copies of each cell to all the
outputs in the range from lo to hi� The copy network also labels the copies and when
each copy reaches a Broadcast Translation Circuit �btc� its broadcast channel number
and the copy number are used to produce an output address that the point
to
point
switch uses to guide the cell to its ultimate destination� An example� illustrating the
operation of Lee�s architecture is shown in Figure ��

While a variety of point
to
point switches can be used in this architecture� the orig

inal intent was that it would be used with an unbu�ered switching network based on
Batcher�s bitonic sorter ���� This leads to a complexity of O�n�log n��� for the switching
network� As Lee describes it� the architecture requires O�mn�� words of memory to
support nonblocking operation and requires changes O�n�� words of memory in order to
modify a virtual circuit� However ���� develops a series of improvements which taken
together lead to version that can be con	gured for nonblocking operation with O�mn��
words of memory� For this con	guration� the number of memory words that must be
changed to modify a multipoint virtual circuit is O�n��



�� Bu�ered Multistage Networks with Fixed Path Routing

The Prelude project of the early ����s ��� introduced a multipoint switch architecture
based on a natural extension of classical synchronous time division switching systems�
Several manufacturers have adopted variations of this architecture in their current ATM
switching products� In these architectures� a bu�ered multistage network carries user
information cells through the switching system along a 	xed path� For multipoint virtual
circuits� the cells are replicated at various points within the switching system� inducing
a tree that uses a 	xed set of links in the switching system� This means that bandwidth
must be allocated along the system�s internal data paths to accommodate the bandwidth
requirements of the various virtual circuits routed through those data paths� It also
means that each of the basic switching elements making up the multistage network
requires a lookup table which speci	es which output links should receive copies of cells
belonging to each virtual circuit�

There are many speci	c multistage interconnection network topologies that can be
used� The extended delta networks ���� form a general class that includes the well
known
delta network and the Bene�s network as special cases� Let d � �� k � �� � � h � k be
integers and let n � dk� The extended delta network D�

n�d�h is constructed from d � d
switch elements and has k � h stages� The last k stages are topologically equivalent
to a d
ary delta network� The initial h stages can be thought of as distribution stages
which provide dh distinct routes between any input and any output� When h � �� the
extended delta network is equivalent to the ordinary delta network and when h � k� ��
it is equivalent to a Bene�s network�

All of these networks have O�n log n� complexity for 	xed d� To achieve nonblocking
operation� the speed of the internal data paths must be higher than that of the external
links� We denote the ratio of the internal data path speed to the external link rate by
� and refer to it as the speed advantage of the system� Since for any 	xed clock rate
an increase in speed advantage requires increasing data path width� the cost of a system
grows with � giving an overall system cost that is O��n log n�� In ���� it is shown that
for point
to
point virtual circuits it is necessary to have � � � � ��� � �d� ���k � ����d
when h � k � � �that is� for the Bene�s network� which provides the best performance
for this class of networks� which implies that the system complexity is O�n�log n���� For
multipoint virtual circuits� the situation is worse� Here� we require a speed advantage of
approximately �n�d��� � ��d� to avoid blocking� making the complexity O�n� log n� for
any 	xed d� Adding an endpoint to an existing virtual circuit requires changing O�log n�
table entries�

To determine the memory requirements we need to consider two options� The con

ceptually simpler option is to have the lookup table at each switch store a bit vector
of d bits �specifying a subset of the switch outputs� for each of the di�erent multipoint
virtual circuits that could be simultaneously active �mn�� in the worst
case�� This leads
to a worst
case memory complexity of O�mn� log n�� The second option is to have the
lookup table specify not only the output ports to be used for a given multipoint con

nection but new virtual circuit identi	ers for each copy as well� In order for each of
the internal data paths to accommodate m virtual circuits� the total number of table
entries would be O�mnk�� and the size of each entry would be d logm bits instead of a
single bit� This leads to a complexity of O�mn log n� words� We note that these memory
estimates underestimate the real system complexity since the required speed advantage
would force a more costly memory organization as well� This can increase the real cost



of the lookup tables by another factor of n�
In ���� it is shown that by cascading two Bene�s networks together� one can achieve

nonblocking operation for new virtual circuits �but not necessarily for extending an
existing virtual circuit� with the same speed advantage required for point
to
point virtual
circuits� This means that by rearranging just the virtual circuit we are seeking to extend�
it is always possible to add a new endpoint� We use the term reroutably nonblocking for
networks for which it is possible to avoid blocking in this way� The amount of memory
required for this network is roughly double that needed for the single Bene�s network�
The number of words that must be changed in the worst
case when adding an endpoint
to a virtual circuit with fanout f is O�f log n�� including the time needed for rerouting�
If no rerouting is required� the time is O�log n��

�� Bu�ered Multistage Networks with Per Cell Routing

Bu�ered multistage switching networks can also be constructed so that cells are routed
individually� allowing di�erent cells in a given virtual circuit to take di�erent paths
through the switching network� This means that cells may exit the network in a di�erent
order from that by which they entered� requiring a resequencing bu�er at each output
port of the network� The depth of the resequencing bu�ers must be proportional to the
network delay to ensure that cells that pass through the network quickly can be held
up long enough to allow cells that take a longer time to get through a chance to catch
up� Since delay grows in proportion to the number of stages in a bu�ered multistage
network� this does not change the growth rate of the system complexity� so we need not
consider the resequencing cost further�

Networks which route cells independently� distribute the tra�c as evenly as possible
across the switching network�s internal data paths allowing the system to operate with
a much smaller speed advantage that when 	xed path routing is used� To determine the
necessary speed advantage� we can apply an analytical technique developed in ���� We
denote a virtual circuit by a triple �x� Y� ��� where x is an input to the network� Y is a
set of outputs and � � � � � is a weight� which represents the data rate of the virtual
circuit� taken as a fraction of the network�s internal data path speed�

We say that a virtual circuit induces a load on the links that lie on paths joining
the virtual circuit�s input and output ports� In particular� we assume that the load is
distributed evenly whenever there are multiple paths to the desired destination� We
let � � � � � denote the maximum load allowed on any of the network�s input or
output ports� A virtual circuit assignment C is a set of virtual circuits that satis	es this
constraint and the load induced by C on link 	 is denoted 
��C�� We say a network with
per cell routing is nonblocking if for all virtual circuit assignments� 
��C� � � for all
links 	�

A network with the extended delta topology can be used for switching multipoint
virtual circuits by having it perform tra�c distribution in the 	rst h stages and then
copying the cells to the required outputs in the 	nal k stages� Hence� for h � �� if
a virtual circuit places a load � on some input x of the network� the load on the links
exiting from x�s 	rst stage switch is ��d� the load on the links exiting from the subsequent
second stage switches is ��d� and so forth� This spreading of the load continues for the
	rst h stages and then stops� In the last h stages� the load builds up again� increasing
by a factor of d at every stage� Let 	 be a link in stage i of an extended delta network
and let c � �x� Y� �� be a virtual circuit� From the above discussion� if there is a path in



the network from x to 	 and a path from 	 to any output in Y � then
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Hence� for any assignment C on D�
n�d�h� 
��C� � �db�k�h���c for all links 	� For h � k� ��

this is simply 
��C� � �� That is� the load on the internal links of the network is
bounded by the load on the inputs and outputs� Hence� the only speedup needed in the
network is that required to accommodate queueing e�ects� From ��� it is apparent that
if the network is constructed from shared bu�er switches with d � � and �d bu�er slots�
a speed advantage as low as ��� can su�ce�

This analysis implies that the switching network complexity needed to achieve non

blocking operation is O�n log n�� As in 	xed path networks� lookup tables are needed in
at least the last k stages of the network� Because cells are routed independently� the size
of the routing tables must be larger� In particular� the number of memory words required
for nonblocking operation increases to O�mn� log n�� The number of words that must
be changed to modify a virtual circuit is large but the number of control cells needed to
e�ect this change can be reduced by having the network copy the control cells� Taking
this into account� the e�ective cost of modifying a virtual circuit is O�log n��

	� Broadcast Packet Switch

The broadcast packet switch architecture ��� is a multipoint switch architecture which is
also based on the principle of per cell routing� There is a variety of speci	c design choices
one can make with this architecture� but stated in a general way� it consists of a pair
of extended delta networks� cascaded one after the other� The 	rst network �called the
copy network� is responsible for making copies of cells belonging to multipoint virtual
circuits� using a fanout 	eld in the cell header to produce the appropriate number of



copies� The second network �called the routing network� is responsible for routing the
individual copies to the proper network outputs� In between the two sections is a set of
lookup tables which assign each of the copies an outgoing link number� The networks
themselves do not require any lookup tables but rely entirely on information carried
in the cell headers� By an analysis similar to the one given above� it has been shown
that the networks require only a small constant speed advantage �with the exact speed
advantage depending on the number of tra�c distribution stages in the copy and routing
networks� ���� Hence� the network complexity is O�n log n��

Each of the n lookup tables requires an entry for each of the mn multipoint virtual
circuits and each entry stores information relating to a single output of a virtual circuit�
This means that the memory requirement is O�mn�� and O�n� words may need to be
changed to modify a virtual circuit� By having the copy network replicate control cells�
the number of control cells that must be sent to e�ect this change can be reduced to
O�f� for virtual circuits with fanout f �

The size of the lookup tables can be dramatically reduced if the copying process is
modi	ed so that cells with smaller fanouts are delivered only to a subset of the lookup
tables� Let f� � � � f� � f� � � � � � fr � n� We assign a virtual circuit to fanout class i
if its fanout exceeds fi�� but not fi� If the copy network routes virtual circuits in class i
to one of a set of nonoverlapping ranges of fi outputs� the number of multipoint virtual
circuits of class i that can be handled with a given amount of memory can be increased
by a factor of n�fi� If i maximizes fi��fi�� � ��� all virtual circuits have fanout fi�� � �
in the worst
case� In this case� we can have mn��fi�� � �� di�erent virtual circuits and
we use a total of fi lookup table entries for each one� To handle the worst
case then�
mn�fi�fi��� total entries are enough� �In the original architecture� there is only one class
and we need mn��� table entries to handle the worst
case situation�� If fi�fi�� is the
same for all i� then the number of classes is log�fi�fi��� n�

Thus� we can cut the amount of memory needed to �mn� using lg n levels �where
lg denotes the base � logarithm�� Unfortunately� fanout f virtual circuits now require
consecutive sets of lookup tables with su�cient unused bandwidth� To prevent excessive
loading at the lookup tables� an additional speed advantage is needed which grows in
proportion to the number of fanout classes� The trade
o� between the number of table
entries and the network complexity �resulting from the increased speed advantage� is
illustrated for several examples in the following table�

r table entries network complexity
� O�mn�� O�n logd n�
� O�mn���� O�n logd n�

lg lg n O�mn���� lg lgn� O�n�logd n��lg lg n��
lg n O�mn� O�n�logd n��lg n��

For n � ���� lg lgn is � and n�� lg lgn is ���


� Multipoint Switching with Cell Recycling

Another approach for switching multipoint virtual circuits is based on the concept of cell
recycling ����� This is illustrated in Figure �� To implement a multipoint virtual circuit�
a binary tree is constructed with the source port at its root and the destination ports at
its leaves� Internal nodes represent ports acting as relay points� which accept cells from
the switching network but then recycle them back into the network after relabeling the



Figure � Multipoint Switching by Recycling Cells

cells with a destination pair identifying the next two ports they are to be sent to� In this
example� a multipoint virtual circuit delivers cells from input a to outputs b� c� d and e�
using ports x and y as relay points� In the lower part of the diagram� the implementation
of the virtual circuit is shown in an �unrolled� form� to clarify the �ow of cells through
the system� It should be understood however� that this is purely illustrative� There is in
fact just one switching network� not three� and cells are simply sent through it multiple
times in order to reach all the destinations� In the example� cells entering at input a
with virtual circuit identi	er �VCI� i� are forwarded to output e� VCI k and output x�
VCI j� At x� the cell is recycled� with VCI j used to select a new table entry from x�s
VXT� The resulting information causes the cell to be forwarded to output b� VCI n and
output y� VCI m� At y� the cell is recycled again� with the resulting copies delivered to
c and d� Note that all the information needed by the switching network is placed in the
cell header by the lookup table at the switch port� eliminating the need for any lookup
tables within the switching network�

To add an endpoint to a multipoint virtual circuit� some rerouting of the virtual
circuit is needed� In the example shown in Figure �� adding a new output f � could be
done by replacing e with a new internal node z and making e and f children of z� In
general� some leaf in the tree is replaced with a new internal node and the old leaf and a
new leaf �correponding to the new output� are made children of the new internal node�
The only constraint on the selection of the leaf to be replaced is that we avoid increasing
the depth of the tree unnecessarily� The only constraint on the choice of a new internal
node is that it correspond to a port with su�cient unused capacity on the recycling
data path to accommodate the recycled virtual circuit� Note that adding an endpoint
requires changing only two table entries� Dropping an endpoint is similar� The only
special requirement is that we restructure the tree as necessary so that every internal
node has two children� This can be accomplished

by changing a single table entry�



network memory setup
recycling architecture O�n log n� O�mn� O���
broadcast packet switch � O�n log n� O�mn�� O�n�
broadcast packet switch � O�n log n lg lg n� O�mn���� lg lgn� O�f�
per cell Bene�s O�n log n� O�mn� log n� O�log n�
	xed path Bene�s O�n��log n�� O�mn log n� O�log n�
	xed path cascaded Bene�s O�n�log n��� O�mn log n� O�f log n�
Lee � O�n�log n��� O�mn�� O�f�
Lee � O�n�log n��� O�mn�� O�f�

Figure � Complexity of Multipoint Switching Network Architectures

To determine the switching network cost� we need to consider the impact of the
recycling strategy on the total tra�c in the network� A binary tree with r leaves and
in which every internal node has two children� has exactly r � � internal nodes� Hence�
a multipoint virtual circuit with rate � and r leaves places a total load of �r on the
outgoing links and generates a recycling load of �r� ���� Thus� the recycling load never
exceeds the exiting load� If � is the speed advantage� then the total weight over all the
output ports cannot exceed �n�� and there must always be a port at which the weight
associated with recycling tra�c is � ���� If � � �� there is always some port that has
su�cient unused capacity to act as a recycling port for a multipoint virtual circuit� A
more detailed analysis can reduce this further in many cases of practical interest� but for
our purposes here� it is su�cient to know that the data rate required at the switching
network ports is only a constant times the data rate of the external links� This means
that if we use a Bene�s network with per cell routing� the network complexity is O�n log n��

The amount of memory needed in the lookup tables is determined by the same analysis
used to bound the recycling tra�c� Because the number of internal nodes in a binary tree
is smaller than the number of outputs� the number of table entries used for a multipoint
virtual circuit is bounded by its fanout� implying that the amount of memory needed to
make the system nonblocking is O�mn��

To keep cells in order� a resequencer is needed at the output of the Bene�s network�
Cells pass through the resequencer on every pass through the network� This raises one
subtle issue when an endpoint is dropped from a virtual circuit� This reduces the num

ber of passes that some cells take through the network by one� which means that cells
passing over this virtual circuit immediately before and after the transition can become
misordered if the transition is not handled properly� To ensure that cell ordering is main

tained� cells taking the shorter path must be delayed for up to twice the usual amount
of time� to give cells on the longer path time to catch up� A mechanism implementing
this is described in ����� From the system complexity standpoint� the main impact is to
double the size of the resequencer over what would be required otherwise�

Hence the recycling approach results in a network that achieves optimal complexity
in terms of the network� the amount of memory required and the number of words that
must be changed to modify a multipoint virtual circuit� However� there is of course
an added delay involved in the recycling architecture since cells must pass through the
network up to lgF times� where F is the maximum fanout� For F � n� this results in an
O��log n��� delay which is clearly not optimal� While in some contexts� this delay could
be an issue� it is shown in ���� that for practical systems with n � F � ���� the worst
case



delay associated with recycling can be kept below ��� �s� making it smaller than the
typcial delay in a digital time division circuit switch and completely negligible relative to
the transmission delays associated with wide area network applications� It should also be
noted that the recycling approach leads to neither a strictly or wide
sense nonblocking
system� but rather a reroutably nonblocking system� A more detailed account of the
recycling architecture� including a number of practical design re	nements can be found
in �����

�� Conclusions

Figure � summarizes the results discussed in the previous sections� As we have seen�
only the recycling architecture o�ers optimal complexity in all three dimensions� The
	rst entry for the broadcast packet switch architecture refers to the original design and
the second� to the improved version in which virtual circuits in di�erent fanout classes
are handled di�erently� Similarly� the second entry for Lee�s architecture includes the
re	nements that reduce the amount of memory required�

This paper concentrates on asymptotic complexity� but there are no large constants
lurking in any of these analyses� Tthese results have practical signi	cance for large
switching systems �those with over ���� ports�� where the asymptotic complexity is
likely to dominate the cost equation�
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