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Research in Information Networking

Information networking refers to the
combination of computers, networks and
distributed systems software to support
applications that enable and enhance
collaborative work, direct interpersonal
communication, remote access to information
and real-time presentation of information from
a variety of sources. Over the next decade, we
expect such systems to become central to the
infrastructure of our increasingly
information-driven society. This repoit
summarizes research activities in the Computer
and Communications Research Center, and the
Departments of Computer Science and
Electrical Engineering at Washington
University that seek to promote the creation of
effective information networking systems and
develop the fundamental understanding needed
to determine how such systems can be best
designed and used.

In the last decade, computing and
communication systems have become
increasingly intertwined and interdependent.
New high speed network technologies and the
emerging, but still primitive, multimedia
capabilities of personal computers and
workstations, will vastly accelerate this trend.
Information networking can be a powerful tool
for collaboration, for gathering and analyzing
information and then using it to synthesize new
knowledge. Because these new systems
represent a major departure from traditional
computing, developing useful, cost-effective
solutions requires substantial rethinking of how
we design and implement computer and
communication systems at all levels.

Our work spans four major areas and
encompasses a variety of specific topics. The
major areas are scalable gigabit networks,
advanced computing platforms, multimedia
systems software and distributed multimedia
applications. Our research program seeks to
maintain a strong systems focus combining
both experimental and theoretical reseacrch. We

are cominitted to the position that successful
engineering research requires an intimate
knowledge of the practical issues involved in
building complex systems, as well as strong
analytical capabilities. We find that theorctical
research. if disconnected from practical
concerns. can become so inwardly directed that
it loses focus and drilts into arcane and
ultimately sterile pursuits. On the other hand,
experimental work that is uninformed by a
deeper understanding of fundamental issucs,
can have only limited and short term value,
The activities of our four research areas, coine
together through various experimental systems
projects. These projects provide a testbed for
our research ideas and a departure point for
theoretical studies aimed at broadening our
understanding and preparing the ground for
successive generations of information
networking systems. They also provide a
concrete demonstration of our research idcas,
{acilitating their effective transfer into
commercial use.

QOur research program enjovs support from Lhe
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Executive Summary

This report covers the period from January 1,
1993 through June 30, 1994. From this year
forward, our progress reports will cover periods
corresponding to academic years (July through
June), rather than calendar years.

The last 18 months have seen a number of
important accomplishments. In March 1993,
SynOptics Communications announced a new
line of ATM switch products and demonstrated
them at the InterOp trade show. These
products use intellectual property and
technology licensed from Washington University
and created with assistance from our faculty
and research staff. In August, SynOptics began
shipping products to customers and we have
moved forward to install these systems within
our own campus network, for applications
ranging from electronic radiology, to
multimedia conferencing and digital libraries.
We also completed a platform-independent
multimedia communications device, called the
Multimedia Explorer (MMX), which provides
two-way audio and video over ATM and has
been licensed to a local start-up company {STS
Technologies), which is now selling the MMX
commercially.

Some major new efforts got under way during
this reporting period. First, Paul Min, with
support from ARPA, Goldstar and ETRI has
started a project on muitichannel switching
that will lead to the creation of a prototype
ATM switch based on the multichannel
switching concept, which has been developed by
Dr. Min and doctoral student Hossein Saidi.
Multichannel switching seeks to overcome the
bandwidth mismatch between fiber optic
transmission and electronic switching, by
integrating inverse multiplexing into the basic
structure of an ATM switching system. Min
expects to complete a first prototype within the
coming year.

Professors Cox, Franklin, Paruikar and Turner
obtained a contract from ARPA for research on
gigabit network technology that will include the

creation of a gigabit AT'M testbed with link
speeds of up to 2.4 (ib/s. T'he testhed will
incorporale a novel, multipoint switch
architecture that provides optimal scaling
properties, allowing large systems to be built at
a nmuch lower cost than was previously possible.
It will also nse a new AN Part Interconnect
Chip (APICY o create host-network interlicees
that provide a closer coupling hetween nelwork
and application. allowing data 1o be delivered
to and from applications al up Lo 600 Nb/s.
Since this initiative began in September of
1993, we have expanded stall. developed a
detailed ptan for the gigabit technology
components. including a very detailed system
architecture specification for the gigabit switch,
have acquired and installed new VLSI design
tools, established a close working relationship
with a commercial foundry and initiated design
work on the three new integrated circuits
needed for the switching system. Updating our
VLSI design tools was a time-consuming but
important step, since we had been relying
previously on a lairly old set of tools developed
at other universities in the early eighties. When
we went to transfer technology from earlier
research projects to industrial organizations, we
found that our use ol tools Lhal were
incompatible with current tudustey standards
was a significant impedimenr to 1echnology
transfer. Consequently. we have moved Lo a
standatd commercial tool set. based on VHIDIL
and cell libraries provided and supported by a
commercial foundry.

Several major funding initiatives were
undertaken during this reporting period.
Washington University is a member of a
consortium led by Bellcore that obtained a
Technology Reinvestment Program contract
Mot Lhe federal government. This contract will
lead to the installation of a 10 Gb/s SONET
ring in the St. Louis metropolitan area.
Washington University will demonstrate
advanced ATM applications over the SONST



ring, based on our gigabit networking
technology. Other participants in the program
include AT&T, Rockwell, Southwestern Bell
and Tektronix. It is expected to start in
September, 1994.

We have received a major grant from the
National Science Foundation on applications of
gigabit networking to scientific grand
challenges. This is a five year grant, starting in
fall 1994, which will support applications in
biology and neurosciences.

The Department of Computer Science has
obtained a Research Infrastructure grant from
NSF to substantially expand and upgrade our
campus ATM network, in support of research in
networking, distributed multimedia, remote
visualization and scientific imaging. This
expansion will take place over a three year
period, using commercially available ATM
switches and workstation adaptors.

Several smaller grants and contracts were also
obtained this year. Guru Parulkar led a
successful effort to obtain a contract from the
Air Force’s Rome Development Laboratory for
network and protocol development in support
of applications in distributed simulation.
George Varghese obtained grants from NSI for
work on self-stabilizing protocols and for high
performance protocol processing. Jon Turner
obtained a grant from NSF for approximately
optimal network design.

Ken Goldman, who is becoming an important
collaborator, also obtained a new grant from
NSF to support work on programming
environments for muitimedia applications based
on the [/O abstraction concept. Together with
Jerry Cox, Guru Parulkar and Jon Turner, Dr.
Goldman has submitted a proposal to ARPA to
support a more comprehensive realization of
the [/O abstraction concept, including a high
performance implementation based on some
novel enhancements to our gigabit network
technology.

In addition to our federal support, we continue
to have strong relationships with a number of
industrial organizations. This provides a major

component of our research lunding and just as
importantly, provides us the opportunity to
interact with organizations who are engaged in
delivering products and services Lo end-users
and can help us understand both the needs that
must be met and vhe possibilities that
technological developments are making
available. I'hese relationships also provide us a
pathway by which our research results can
influence industry practice, either through
direct technology transfer or through the
exchange of ideas. We are now in the process of
reshaping our Industrial Partnership Program
to reflect the broadening scope of our activities
and to move toward a more consistent set of
relationships.

As always, there have been changes in the
students, facuity and staff associated with our
projects. In September of 1993 George
Varghese joined the computer science faculty
after receiving his doctorate at MIT in
distributed computing and networking. George
also spent nine years with Digital liquiptnent
Corporation, where he participated in a vatiety
of advanced research and development projects,
including the development of the DECNET
protocol suite. the DEC LAN bridge products
and the FLDDI Gigaswitch. This summer. Doug
Schmidt joined the faculty of computer science,
after receiving his doctorate from the University
of California, Irvine. Dr. Schmidt’s research
has centered on parallel protocol processing for
high speed network applications, and he is
expected to become a key collaborator.

At the end of 1993, Andreas Bovopoulos left
Washington University to take a position at
Chipcom. Three staff members (Mike Gaddis.
Rick Bubenik and Pete Flugstad) left
Washington University in spring 1993 to help
start the new St. Louis office of Ascom
Timeplex. Picrre Costa also feft the university
to take a new position where he will he
introducing advanced network wnd infurmation
technology in a major hospital system centered
in Peoria, linois. Ellen Zegura. after
completing her doctorate, took o Faculty
position in the Sehoal of Compnier Scienee ot



Georgia Tech. Ammar Rayes returned to
Bellcore, following completion of his doctorate
and both Andy Fingerhut and Hossein Saidi
have taken positions on the research staff at
Washington University after obtaining their
doctorates. In addition to Andy and Hossein,
Maynard Engebretson, Craig Horn and Brian
Gottlieb all joined the research staff. Students
receiving masters degrees in the last eighteen
months include Xiaolin Bi, Apostolos Dailianas,
Pete Flugstad, Jason Fritts, Brian Gottlieb,
Craig Horn, Rex Hill and Ken Krieger. Rex
and Ken have gone onto SynOptics. New
students include Ehab Al-Shaer, Bob Akl, Jim
Barta, Joy Chatterjee, Adam Costello, Rob
Jackson, Jyoti Parwatikar, Chan Park, Yang
Qian and Chris White.

We continue to publicize our results extensively
through technical journals, conferences and
other means. This reporting period has been a
very productive one, with seventeen journal
articles, twenty three conference papers, thirty
four technical reports, three MS theses, four
doctoral theses and three patents granted.
Faculty, students and staff associated with
Washington University presented eight papers
at Infocom in 1993 and 1994. The series of
short articles that follow provide concise
summaries of our activities. More information
can be found in the articles and reports listed
in the references.



Design and Analysis of
Switching Systems



Optimal Multicast Virtual Circuit Switching

Jonathan Turner

Multicast virtual circuit networks support
communication paths from a sender to an
arbitrary number of receivers. Multicast virtual
circuits induce a tree in a network connecting a
sender to one or more receivers. Switching
systems participating in the virtual circuit
replicate received cells using virtual circuit
identifiers in the cell headers to access control
information stored in the switching system’s
internal control tables, then use this
information to identify the outputs the cells arc
to be sent to and relabel the copies before
forwarding them on to other switching systems.

If a switch has n inputs and outputs and each
output supports up to m virtual circuits, one
can describe any collection of muiticast virtual
circuits with mn words of memory. One simply
provides for each (output,VCI) pair, the
identity of the (input,VCI) pair from which it is
to receive cells. Unfortunately, this method of
defining a set of multicast connections is not
particularly helpful in switching, as it does not
give one a way to go from an (input,VCI) pair
to the desired list of (output,VCI) pairs.
Existing virtual circuit switch architectures
describe multicast virtual circuits in different
ways, which while suitable for switching, use far
more than mn words of memory. The broadcast
packet switch [49], for example, requires mn?/2
words of memory under worst-case conditions
(although various refinements can reduce this to
O(mn3/?) or less, giving acceptable complexity
for systems with up to a few hundred ports}.
Moreover, the time required to update a
multicast connection grows with the size of the
connection. Other architectures require even
greater amounts of memory. For example, Lee’s
multicast switching system [30] requires mn>/2
words of memory under worst-case conditions.

We have devised a novel multicast switch
architecture with O{nlogn) hardware
complexity that is nonblocking, in the sense
that it is always possible to accommodate a
new multicast connection or augment an

existing oune, so long as the required bandwidth
is available al the external links, and which
requires < 2mn words ol memory for routing
cells in multicast virtual circuits. Morcover, the
overhead for establishing or modifving a
multicast connection is independent of the size
of the connection or the switching network.
This architecture provides the first example of a
multicast switch architocture that is efficient
enough to allow cost-elfective sealing 1o
thousands of ports, while maintaining
nonblocking operation.

The architecture is based on the concept of cell
recveling and is illustrated in Figure 1. 'l'o
implement a multicast conneclion, a binary tree
is constructed with the sonree switeh port at its
rool and the destinalion switch porls ab its
leaves. Internal nodes represent switch ports
acting as relay points. which accept cells from
the switch but then recvcde them back o the
switch after relabeling the cells with a
destination pair identifying the next two switch
ports they are to be sent to. There are many
possibilities for constructing the switching
network. A Benes network in which the
switches in the first half of the network
distribute cells dynamically in order to balance
the load, and in which local buffers are used to
resolve contention, provides the lowest cost
solution. With this choice, the load placed on
any of the switching network’s internal links is
at mmost equal to the load on the most heavily
loaded external port. In other words, there is
no collection of virtual circuits that can be
handled by the external links that cannot also
be handled by the network. That is, this
network is nonblocking. Other switching
networks, suitably extended to provide the
copy-by-two function, can also be used in the
reeyeling architecture.

The lower part of Figure | details the hardware
associated with cach port of the switching
svstem. Given a virtual circuit identifier,
obtained from a cell’s header, the Virtual
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Figure 1: Multicasting by Recycling Cells

Circuit Translation Table (VXT) provides two
(output,VCI) pairs that are added to the cell
header plus two additional bits that indicate,
for each pair, whether it is to be recirculated
another time, or not. The Receive Buffer
(RCB) holds cells received from the input link
that are waiting to enter the switching network,
while the Transmit Buffer (XMB) holds cells
waiting to be transmitted on the outgoing link.

Because networks that perform dynamic load
distribution may deliver cells in a different order
than that by which they enter, the ports are
typically augmented with a resequencing buffer
to restore the proper ordering on output {50].
The simplest resequencer implementations
measure the time that cells spend in transit
through the network and delay cells that pass
through quickly in a resequencing buffer for a
long enough period to ensure that cells that are
delayed an unusually long period of time have a
chance to catch up. In the recycling
architecture, the resequencer also ensures
proper ordering of cells during additions and
deletions to multicast connections. The
resequencing buffer is labeled RSQ in Figure 1.

Recycling cells does require that some portion
of the switching network’s capacity be devoted
to carrying the recycled traffic. [t’s easy to
show that the amount of capacity that is

consumed by recycling traffic is less than the
traffic leaving the system, meaning that the
amount of extra capacity that must be added
to Lhe system, relative Lo a point-tu-puint
system is not too large. Moreover, the amount
of added capacity can be engineered, based on
the amount of multipoint traffic that is
expected. It can also he adjusted in an
operational system to accommodate changes in
user behavior. See (57, 59] for further details.



Design of a Gigabit Switching System

Tom Chaney, Peter Chung, Zubin Dittia, Andy Fingerhut, Margaret Flucke, Brian Gottlieb,
Craig Horn, Saied Hosseini, Randy Richards, Jonathan Turner

A key element of our networking research
program is the creation of a gigabit ATM
testbed comprising a set of six gigabit switching
systems with link speeds of 600 Mb/s, 1.2 Gb/s
and 2.4 Gb/s. This testbed will include three
switches at the Washington University hilltop
campus, two at the Medical School ((fampus and
one at Barnes West, a remote hospital. The
Barnes West site will be linked to the rest of the
network through a 10 Gb/s SONET ring that is
to be installed as part of an ARPA-funded
Technology Reinvestment Program (TRP)
contract, involving AT&T Bell Laboratories,
Bellcore, Rockwell, Tektronix and Washington
University. This is illustrated in Figure 2.

The switching systems that are being designed
for this testbed will be based on the recycling
architecture described earlier. Three custom
integrated circuits are being created to
implement the architecture, a Switch Element
(SE) chip, an Input Port Processor (IPP) and
an Qutput Port Processor (OPP). Four of the
SE chips are used to construct an eight port
switch element with a central, shared cell buffer
and 36 bit wide data paths. At a clock rate of
121 MHz, this provides a cell processing rate
which is (4/3) times the cell rate on a 2.4 Gb/s
link, which is sufficient to keep up with fully
loaded links. The SE chips are being designed
to allow them to be used in multistage networks
with up to 32,768 ports, giving a maximum
system throughput as high as 78 terabits per
second. The number of chips needed for
systems with 8% ports is (k — 1/2) per port, so
the largest system (k = 5) requires 4.5 switch
chips per port. This is far superior to
competing architectures.

The IPP and OPP chips, together implement a
complete port processor for the gigabit
switching system. The [PP provides
synchronizatioa, cell buffering, reformatting
and virtual path/circuit translation functions.
The OPP provides cell resequencing (to

accommodate differing delays in the switching
network}, cell buftering and congestion control
mechanisms. The two chips are joined by a
recycling dala path. used both for recycling
cells i multipoint virtwal circuits, and lor
conlrol operations, such as testing the switehing
network. reading and writing entries in the
virtual path/ciccuit translation table and fur
accessing hardware control and status registors,

The chip set supports-a simple set of flow
control mechanisms. These include separate
buffering of ABR traflic [romn CBR and VBR.
with CBR and VBR getting higher priority
access to the link. In addition, an enhanced
AAL 5 block discard mechanism is being
implemented on selected virtual circuits. Using
this mechanism., when an output queue
becomes congested a timer is sct and for any
virtual circuit that loses a cell while the timer is
running, cell discarding is continued until the
end-of-frame following the timer expiration.
Simulation studies have shown that this simple
scheme delivers throughputs above T0% ceven for
large overloads (4:1) and switch buifers that are
only slightly larger than the AAL 5 [rawme size.

The chip set also supports a range-copy
teechanism wlich can tnprove che eflicieney ol
handling multipoint virtual cirenits in cortain
circuinstances: and iv provides an upstream
discard feature to support general muitipoint
virtual circuits in which there are both multiple
transmiltlers as well as multiple receivers.

One of the most challenging aspects of building
a high speed switching system operating at
clock rates above 100 MHz is controlling the
timing of signals with sufficient precision that
they can be passed reliably from chip to chip.
The chip set being designed for the project uses
a deskewing circuit at the input port of each
chip that inserts delay into an incoming signal
path in order to compensate for differing wiriug
delays between ehips. The civcuit can

10
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Figure 2: Gigabit Testbed Configuration

accommodate up to 3 clock ticks of skew (about
24 nanoseconds), providing sufficient margin for
large systems requiring many circuit boards.
The area used by the deskewing circuit is
roughly equal to the area of the associated 1/O
pads. It is being designed using only elements
from a vendor-supplied standard cell library
and is robust across process and temperature
variations (which can vary by a factor of four).

The switches used in the testbed network will
be small prototypes with a single stage
switching network and eight ports. Six of the
eight ports will use Hewlett-Packard G-link
transmission chips and will be individually
configurable to operate at either 600 Mb/s or
1.2 Mb/s (matching the cell rate of the
corresponding SONET formats). They will be
configured with 820 nm optical transceivers
with a range of 500 meters, but pir-compatible
1320 nm transceivers are also available at a
higher cost, allowing selected links to be
operated over longer distances. The two
remaining ports on the switch will be
implemented on replaceable line cards, allowing
flexibility in configuring switches to meet
different needs. Initially, we are planning a line

11

card with a single 150 Mb/s SONET interface
(for control in early configurations) and a line
card which implements a 2.4 Gb/s link over two
parallel optical fibers. using a pair of the G-link
chip sets. We are also planning o line card. that
will include a 600 Mb/s SONET interface,
possibly combined with one or more 150 Mb/s
interfaces. As part of the TRP project, a 2.4
Gb/s SONET interface will be developed for
the switch. The entire switch is 1o be packaged
in a desktop enclosure, about the same size as a
workstation system unit.

Current estimates indicate that the component
costs for the prototype units will be between
$25,000 and $30,000, with about 40% of the
cost in the transmission components, 40% in
the ATM switching components and the
remainder in circuit boards, power supply,
enclosure, fans and other miscellaneous parts.
When configured with two ports at 2.4 Gb/s
and three ports each at 600 Mb/s and 1.2
Gb/s, this corresponds Lo a cost per 150 Mb/s
of capacity of between $370 and $440. Larger
quantity production could cut these costs by a
factor of two or more.

As indicated above, the chip set being



developed for the gigabit switch is being
designed to support the configuration of larger
systems as well. We have done several design
exercises to explore the utility of the chip set in
configuring different kinds of systems. One
configuration supports 72 ports at 150 Mb/s
each plus six ports at 600 Mb/s. This makes an
ideal workgroup switch and has a cost which is
primarily determined by the SONET interface
chips and the optical devices. If configured with
twisted pair interfaces on the 150 Mb/s ports,
the parts needed for such a system would cost
less than $15,000 or about $150 per 150 Mb/s
of port capacity {assuming volume production).
A larger configuration with 576 ports at 150
Mb/s plus 48 at 600 Mb/s has a similar cost
-per 150 Mb/s of capacity. Another interesting
configuration is a switch with 96 ports at 1.2
Gb/s, using the G-link interfaces. We estimate
that such a system would cost about $90,000 to
construct in moderate volumes, or under $120
per 150 Mb/s of capacity.

Complete details of the system architecture can
be found in [14]. Details of the three chips can
be found m [7, 8, 21].



Topics in ATM Switching

Jonathan Turner

We continue to explore a variety of topics
relating to the design of of ATM switching
systems in order to improve performance and
add functionality. This section reports on
several aspects that have received attention
during this reporting period.

Congestion Control for Unconstrained Bursty
Traffic. In the last few years, it has become
clear that ATM networks must be prepared to
handle data traffic which is bursty and highly
unpredictable. For most data applications
(particularly interactive sessions}), there is
simply no way to predict average usage and
while the flow of data to the network can be
constrained by a Usage Parameter Control
(UPC) mechanism, this unnecessarily limits
users when the network is lightly loaded.
Adaptive techniques that allow the users to
change their rate of transmission in response to
network loading can give subjectively more
satisfactory performance, but make the flow of
data to the network less predictable.

To provide good performance in the presence of
unpredictable bursty traffic, the network must
queue the bursty traffic separately and give it
lower priority access to transmission resources.
In addition, it should provide mechanisms to
ensure that losses at the cell level do not cause
excess loss rates at the packet level. That is,
the switching systems should attempt to
discard on a packet or frame basis, rather than
a cell basis. In this work, we have examined
three simple mechanisms for preserving the
integrity of user-level frames, delineated by
AAL 5 framing protocols and carried out some
initial simulation studies to assess their
performance. The simplest is AAL 5 frame
level discarding. In this mechanism, when a cell
is lost from an AAL 5 frame due to buffer
overflow, the remaining cells in the frame are
discarded to the end of the frame. We've
carried out simulations in which virtual circuits
with transmission rates of 50 Mb/s and 150
Mb/s share a link with a capacity of 600 Mb/s.

As the number of virtual circuits of each type is
increased beyond the capacity of the link, the
effective throughput (the fraction of the link’s
capacity used to carry complete frames) drops
from 100% to about 50% with a 2:1 overload
and to about 25% with a 4:1 overload. In these
simulations the frames were 8 Kbytes long and
the cell buffer had a capacity of 256 cells or
about 12 Kbytes.

The second mechanism we studied is a simple
refinement of frame level discarding in which a
timer is set whenever the link enters a congested
state. Any virtual circuit that loses a cell due
to buffer overflow while the timer is running is
marked for discarding until the end of frame
following the timer expiration. This approach
dramatically improves the effectivencss of the
frame discarding mechanism. With a timer
value of 1.5 ms, it achicves a throughput of éver
70% even with a 4:1 overload.

A third mechanism that we’ve studied is
full-frame discarding in which discarding is
triggered when the link buffer occupancy rises
above a threshold. In this scheme, whenever
the first cell of a packet is received, the packet
is rejected if the buffer is above threshold;
otherwise it is accepted. With a buffer
threshold of 128 cells, this scheme performs
fairly well, but not quite as well as the frame
discard with timer. However, if larger buffers
are used, we can show that this scheme can
achieve 100% efficiency during overload, under
worst-case assumiptions. In particular, we have
shown that if the buffer size is equal to the sum
of the frame sizes for the set of virtual circuits.
then you can achieve 100% throughput, no
matter how large the overload. We also believe
that the scheme can be relined 1o provide
similar perfortmance with much <matler baflers
{buller size equal 1o two lTames).

Adaptive Resequencing to Reduce Switch

Latency. Switching systems that route cells
dynamically to balanee the tealliv can get cells



out of order, as a result of differing delays in
the switching network. Resequencing buffers in
the output port processor of a switch can
restore the proper ordering by buffering cells
and sending them out in they order that they
entered the switching network, rather than the
order in which they exited. This can be
accomplished using a timestamp assigned to
cells when they enter the network. To ensure
that cells are not misordered, the resequencer
must hold cells for long enough to ensure that
other cells delayed in the network have a chance
to catch up. The delay imposed by the
resequencer (which is determined by its depth)
is chosen to be equal to the largest delay
expected in the network under heavy load
conditions. When the system is lightly loaded,
this added delay may be unnecessary, and for
certain applications it can be a limiting factor
in the performance.

Adaptive resequencing adjusts the delay
imposed by the resequencer in order to
minimize the delay during periods when the
system is lightly loaded. While a variety of
schemes are possible, we have devised one
particularly simple scheme that appears to be
easy to implement, quite robust and easily
configured. The key parameter is a short-term
skew bound, which represents the maximum
amount by which two cells sent consecutively
from the same input port to the same output
port can be misordered at the output. Qur
adaptive resequencer adds oanly this much delay
to the delay imposed by the switching network
itself, significantly reducing latency when the
switch is lightly loaded (we estimate it can
reduce the resequencer latency to 30-50% of the
delay in the non-adaptive case). Adaplive
resequencing can also reduce the required size
of the resequencing buffer in the output port
processor, especially in larger system
configurations, and we believe it will lead to
more robust performance under heavy load
conditions.

Using Range-Copy Mechanism in Recycling
Switch. The recycling switch architecture
described above, uses a copy-by-two mechanism

in the switching network to atllow conliguration
of arbitrary multipoint virtual circuits. This
can result in muitipoint trees with up to log, F
recycling passes, where F is the maximum
fanout that the system can support. In some
circumstances, it may be desirable Lo reduce
the number of passes. This can be
accomplished using a range-copy mechanism, in
which the two output port numbers in a cell
header are interpreted not as the two
destinations to which the cell is to be sent. but
as upper and lower hounds of a range of
outputs, all of which are to receive copies ot Lhe
cell. Since the cell only has room for two
virtual path/circuit identifiers, the different
outputs do not receive unique VPL/VCT values,
limiting the application of the range copy
mechanism somewhat. However, in certain
circumstances, il can be used tu good clfect.

One such situation is for a switch that is
configured for video distribution. In such a
system, popular video sources can be assigned a
fixed VPI/VCI combination, so the constraint
imposed by the range-copy mechanism is not a
problem in this case. When range-copy is used
in conjunction with a high speed switching
network in which each switch port supports a
large number of lower speed access porls, we
get a very efficient video distribution
arrangement. For example, consider a recvcling
switch using the chip set described above, with
a five stage switching network providing 512
high speed ports. Assume G- ol Lhe high speed
ports are used for trunks to other systems and
64 are reserved for recvcling of general
multipoint connections. That leaves 381 high
speed ports free and if we multiplex 16 parts al
150 Mb/s on eacl on these high speed ports. we
can support a total of over 6,000 users in this
system.

Notice that 100 video feeds at 20 Mb/s cach
consume less bandwidth than one of the 64
trunks. We can use the range-copy tnechanism
Lo deliver the most popular feeds to the 384
ports supporting line interfaces and then copy
these feeds to individual line interfaces at the
demultiplexors. If 50 feeds are distributed this
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way, that still leaves half the capacity of the
384 line interface ports available {or general
purpose use. If these 50 feeds account for 90%
of video distribution in the switch, then 6 of the
64 recycling ports provide sufficient capacity to
handle all remaining video distribution,
assuming that there is an average of one video
feed being used by each user. This leaves the
remaining recycling ports available for other
uses. Without recycling, video distribution
would require ten times this many recycling
ports, doubling the amount of system capacity
that must be dedicated to recycling.

The range-copy mechanism can also be used to
support general connections. We have devised a
general algorithm for adding and removing
endpoints to multipoint connections that use
the range-copy mechanism. While the
algorithms are somewhat more complex than
the ones for the copy-by-two mechanism, they
can be practical to implement and can cut the
depth of the trees needed to support a
multipoint connection (and hence the maximumn
delay experienced) by a factor of two in large
configurations.

Switch-Level Support for Reliable Multicast
Messages. Many distributed computing
applications require the ability to send copies of
a single message reliably to a large number of
recipients. Ideally, the amount of work that a
sender needs to do to accomplish this does not
depend on the number of recipients. While the
multicast mechanism in ATM networks allows
efficient delivery of messages to many
recipients, it does not guarantee delivery,
making it necessary for transport protocols to
process acknowledgements and retransmissions
much as they would if multiple point-to-point
transmissions were used in the first place.

We have devised an extension to the ATM
multicast mechanism that reduces the amount
of work that must be done by the transport
protocol software in order to handle muiticast
message transmission. This mechanism has a
particularly simple implementation on the
recycling switch architecture. The basic idea of
the mechanism is for switching systems to keep

track of acknowledgements sent. by recipients of
a multicast message and deliver an
acknowledgement up the tree only when all
recipients in the subtree have sent their
acknowledgements. This means that the sender
of a multicast message need only process a
single acknowledgeinent, no matter how many
recipients there are to the message. I some
recipients fail to receive the message when it is
first transmitted. the same mechanisin can he
usecl to deliver retransimissions to ondy those
recipients that failed o receive the initial
transimission. [n the reeycling architecture, we
can support 48 concurrent messages on a single
virtual circuit by using two table entries for
virtual circuits that implement the reliable
multicast message feature. This allows
applicationis to pipeline a window of multicast
messages over a single virtual circuit, making it
possible to achieve high throughput even over
connections with fairly long latencies.

The same basic mechanism can he nsed 1o
implement a reliable many-ro-one virtaal
circuit. When combined with a one-to-many
virtual circuit, this can be used to support
applications requiring reliable many-to-tnany
communication in which all participants receive
messages in the same order.



Performance Evaluation of Switching Networks

Einir Valdimarsson

ATM switching systems are expected to be the
central component of the emerging information
superhighway. Understanding the performance
of these systems under various traffic conditions
is important for system architects, network
designers and network operators. This research
concerns the development of better methods to
evaluate these systems using both analysis and
simulation.

Queueing Analysis of Multistage Switching
Networks with Non-Uniform Traffic. Most
analyses of multistage switching networks
assume a uniform random traffic model, in
which the addresses of each cell are assumed to
be selected from a uniform distribution. This
fails to model situations in which the
distribution of cell destinations is uneven.
While some authors have considered
non-uniform distributions, this has generally
been in the context of binary switch elements
with limited buffering and these analyses do
not apply to networks with large switch
elements or shared buffering. We have devised
a novel queueing model for multistage networks
with shared buffering that can be applied to
networks constructed from large switch
elements. To capture the uneven traffic
distributions, we use d coupled Markov chains
to model each switch element. Each chain
focuses on a single output and has a
two-dimensional state, with one state
representing the number of cells in the switch
element as a whole, and the other representing
the number of cells destined for the specific
output. To write the state transition
probabilities for these Markov chains, we
consider the effect of arriving and departing
cells on the cell occupancy at both each
particular output and the switch element as a
whole. The analysis yields accurate results for
single stage networks and for networks with
large switch elements. For muitistage networks
with small switch clements and inter-stage flow
control, the model overestimates network

throughput. because it neglects inter-stage
dependencies. This is a common characteristic
of multistage switching network models,

Queucing Analysis of Copy Networks.
Multistage queueing analyvses are generally
limited to routing nctworks, while networks
that perform cell copying to support multicast
communication have thus far been studied, only
through simulation. We have devised queucing
models for multistage copy networks with
buffering and inter-stage flow control. To
describe the copving processes in switch
elements, the stale represcutation of the
Markov chains which model the switeh elements
must include the number of multicast colls
destined to each subsct of thie outputls. This
expands the state space considerably, forcing us
to restrict attention in this work to copy
networks with binary switch elements. We have
devised versions of the model that apply to four
types of switch elements; an input buffered
switch element, an output buffered switch
element and two variations of a shared buffer
switch element. In the first of these, cells which
are not to be copied and can be sent to etther
output are randomly assigned to one of the two
outputs when they arrive. In the second, these
‘distribution’ cells are assigned to outputs on
departure. The switch element models can be
used to model networks that carry a mixture of
different cell types, including copy cells, routing
cells and distribution cells. with an arbitrary
distribution among the types. The models also
support different distributions among the
inputs and outputs. making thom applicable to
networks with uneven load distributions.

Transient Performance of Switching Networks
with Bursty Traffic. We have created a general
purpose switching sy¥stem simulation tool that
supports interactive network construction and
visualization, allowing switching systom
architects to easily experiment witli a wide
variely of design alternatives and traffic
characteristics. We've used this tool to study
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the transient queueing behavior of a
point-to-point ATM switching system when
subjected to different traffic conditions. The
particular system we studied was a three stage
Bene$ network using shared buffer switch
elements and dynamic routing (individual cells
are assigned independent paths through the
switching network). In one set of experiments,
we studied the time it took the system to
recover after an overload period. Specifically,
we placed a load of 100% on all the switching
system’s output links for an extended period of
time, then reduced the load to some
background load level and observed the time
required for the buffers to drop to their
long-term level. We studied both systems with
flow control between the last stage of the switch
and the output buffer and systems without flow
control. There was a striking difference between
these two types of systems as the internal data
rate of the switching network was increased
relative to the external link rate. In the
systems without output buffer flow control,
congestion persisted in the switching network
for a significant time period following the
removal of the gverload condition, while in the
systems without output buffer flow control, the
overload condition had a much more limited
effect on the switching network. These systems
closely approximated the performance of an
ideal output buffered switching network, even
when subjected to highly bursty traffic.

Another experiment we carried out was to
study the effect of coincident bursts at a single
output on the performance the switching
system as a whole. Here also, there was a
significant difference between systems with and
without output buffer flow control. The
systems with output buffer flow control
generally remained congested for a longer
period of time and the congestion was observed
not only at the overloaded output, but in the
switching network itself. For large bursts (500
cells), increasing the switching network speed in
these cases had remarkably little impact on the

time to recover from the transient overload. For

systems without output buffer {low control, we

observed that a speed advantage brought a
major improvement in performance, reducing
both the impact of the overload on the
switching network and its time duration. In
these cases, the coincident bursts are flowing
directly through to the output buffers and while
large parts of these bursts may be lust, there is
no impact on other outputs. allowing the overall
svstem performance Lo he greatly improved.

Comparison of Switching Network Performance.
Another attractive feature of our switching
system simulation tool is that it makes it very
straightforward to construct side-by-side
comparisons of alternative switching netwarck
architectures. We have used this to do a careful
comparison of a variety of ATM switch
architectures under both Bernoulli and bursty
traffic conditions. The systems studied include
the Knockout switch [62], the tandem banyan
switch [48], Bellcore’s Sunshine switch [22],
Lee’s hybrid of the Sunshine and Knockout [31]
and a Bene$ network with shared buffer switch
elements. Since the Knockout switch provides
ideal queueing performance (although less than
ideal scalability), we used it as a standard of
comparison fram a performance standpoint. In
particular, for each of the traflic types studied,
we determined how much output port buffering
was needed in the lknockout switch to achieve
acceptable cell loss rates al output link
occupancies of 80%. We then studied eacl ol
the competing architectures and attempted Lo
identify the least-cost configuration of each of
the competing architectures that could vield
comparable performance for the sae iount
of output huffering. In general, the
architectural characteristic that liad the
greatest effect on queueing performance
(particularly for bursty traffic) was the
bandwidth into the output buffer. We found
that for the bursty traffic situations considered,
we needed this bandwidth to be two to Lhree
times the external link rate in order to give
comparable performance.

More details on this work can be fonnd in [h‘(l].



Analysis of Nonblocking Copy Networks with Shared

Buffering

A. Chandra and P.S. Min

This research investigates the performance of
copy networks employing the shared buffering
scheme.

A copy network can be viewed abstractly as a
functional block with N input channels and N
output channels. At each input channel, a fixed
length packet may appear with probability p
per time slot, independently of events in any
other time slot, and independently of events in
any other input channel.

Packets enter the copy network with copy
fanout request values that are distributed
independently from packet to packet. An
arriving packet has associated with it the
fanout request value, F, which corresponds to
the number of copies to be made by the copy
network. The fanout request values for different
packets are assumed to be independent and
identically distributed (i.i.d.}) random variables
with distribution F according to which & copies
are requested with probability fr (0, fir = 1).

The class of copy networks analyzed is
internally nonblocking in the sense that any
packet selected to be copied in a given time slot
can reach the output channels of the copy
network without further buffering or loss.
Packets are replicated in the copy network and
each output channel allows at most one of the
replicated copies to depart from the copy
network in a time slot. Thus no more than N
copies of the packets which are present can
leave in the same time slot.

Shared buffering is achieved by providing a
common buffer module of size & that is
accessible from all input channels. In each time
slot, packets in the buffer module are
considered first for copying (in a FIFO manuner)
and then the new packets arriving at the input
channels are considered such that no input
channel is given any priority over others.

f.et the random variable B be the fanout

request value to be satisfied in the beginuning of
a time slot; during a certain time slot, if at
least one of the available packets is not copied,
the & value to be satisfied in the beginning of
the following time slot is set equai to the fanout
request value of the first packet that needs be
copied. If all available packets are copied, we
set B = 0. We note that R is associated with
the packet that is at the head position of the
buffer module prior to new arrivals. The fanout
request value of a newly arriving packet, which
happens to arrive to an empty buffer module
and thus assumes the head position, is
represented by I,

Figure 3 shows R recorded [tour the simulated
data under different F. wherein for the purposce
of comparing to F. R is normalized by

(1 - P(R=0)). We observed during our
numerical study that the distinguishing shapes
in R in Figure 3 have a significant. impact on
the packet loss probability. the delay. and the
throughput. Without explicit cousideration of
the differences between R and F (i.e., assuming
that £ and F are identically distributed), the
numerical results deviate significantly from the
simulated values.

We use the technique of tagged Markov chains
to derive the stationary distributions for the
occupancy of the huffers. Based on these
stationary distributions, delay, throughput. and
packet loss probability are calenlated as critical
performance measures of the copy ncetwork.
Figure 4 compares the results of the analvses
with the simulated data with F set to he

truncated geometric. AWe see fram the lignres
tHhiat our analvses are aceurate far all vahres ol g
(=p- L)
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Washington University Multi-Channel Switch

P. Yan, H. Saidi, and P.S. Min

Washington University Multi-Channel Switch
(WUMCS) is a promising alternative to the
traditional ATM switches, in which cells are
allowed to traverse over multiple channels
defined as a channel group while maintaining
the session identities. WUMCS is based on a
particular nonblocking condition derived for
Flip networks [47], and is able to support
partitioning of input/output channels into an
arbitrary number of channel groups of arbitrary
sizes. Using one Flip Network recursively a
number of times based on the number of
channel groups, WUMCS is an efficient
architecture in the sense that the cross point
complexity can approach O(N (logaN)?) for N
inputs.

Prototyping activities are under way for a
version of the WUMCS architecture with 16
input channels, each running at 155Mbs [5] [6].
It is expected that the first working prototype
will be completed in early 1995. Below, we
summarize the distinguishing features of
WUMCS. Specifics of these features are
discussed in detail in [47].
o Multi-Channel Switching

WUMCS has the ability to group channels

arbitrarily and can support super-rate

switching of any bandwidth. Partitioning

into channel groups is flexible and does not

burden the switch with additional

hardware and control complexities.

e I'n-Order Cell Sequencing
In multi-channel switching, cells belonging
to a session can traverse multiple channels,
and thus they can experience a widely
differing amount of delay and congestion.
Maintaining the time ordering among them
becomes a challenging issue. WUMCS
guarantees in-order cell sequencing without
any resequencing mechanism.

o Simplicity
Multi-channel switching is facilitated
without increasing the complexity of the
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switch. For example, the core of the
L6-input prototvpe of WHMCS is a CMOS
IC constructed from a standard technology
(i.e, 0.8 . standard die and package sizes).
and this IC performs the entire
multicasting or routing function in a bit
sliced manner,

o Nonblocking and Buffcricss Fabric

The internal fabric of WUMCS is
nonblocking and bufferless. A switch fabric
is nonblocking if every permutation of
inputs which does not cause output
conflicts can be realized. A bufferless fabric
implies that at each switching element, all
input cells are transferred to the output
without delay.

Mullicasting
WUMCS supports multipoint connections.

Multi-Rate Swilching

It is desired that a single switch supports
bit pipes of different bandwidths., WUMC(C'S
allows channel group sizes Lo be defined
arbitrarily, and thus any combination of bit
rates, each of which is an integer-multiple
of 155Mbs, can be switched simultaneously
in a single fabric.

Multiple Performance Requircinents

It is important to perform switching
according to the differing performance
requirements of services, especially when
the network is congested by heavy traffic.
WUMCS can accommodate the
characteristics of services as part of
managing capacity of the network, with a
moderate amount of increase in the
switching complexity.

Fuirness

sessions established for dilferent
input-output pairs way experience dilferent
delay or throughput. WUMCS can ensure
fairness at the cost of moderately
increasing switching complexity.



The overall architecture of WUMCS is
presented in Figure 5 as a two phase structure
involving the Multicasting Phase followed by
the Routing Phase. A shared buffering method
is employed to resolve contentions at both
phases,

In order to maintain the time sequence integrity
of cells, we introduce the concept of the relative
ordering, which is defined among the channels
belonging to the same channel group. (The
relative ordering among channels is monotonic
with respect to the channel indices.) We then
equate at each time slot, the time ordering
among the cells belonging to the same session
with the relative ordering of the channels they
utilize and maintain this relative ordering at
each switching entity throughout the network.
As a result, within a channel group, a lower
indexed link has the higher time ordering than
do higher indexed links at each time slot.

Operations in Figure 5 are as follows: A cell
arriving at the input channel is processed by
the Port Processor (PP) and the required
number of copies are determined. The cell then
enters the (N + Rps)-input Flip network {e.g.,
N = 16 and Rps = 48 for the prototype)
wherein active cells are concentrated at the
upper portion of the output with the relative
ordering maintained among them.

After passing through the Flip network. the
active cells enter the Address Encoder over a
compact interval and it is determined whether
or not the fan-out request of the cells can be
accommodated by the Copy Network, starting
from the top. It can be seen that this maintains
the time ordering among the cells; if the fan-out
request of a cell is rejected, all fan-out requests
of subsequent cells belonging to that session
would be rejected during the same time slot
due to their relative ordering.

Cells are then routed to the second Flip
network where they are either passed to the
Banyan Copy Network, or routed to the
recirculation paths being fed back to the Ry
inputs of the Flip network reserved for
recirculation. The recirculated cells ate tried
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again at the next time slot at which time their
priorities have been increased due to their
positions, i.e., they appear at the top, at the
input of the Flip network; they are given higher
priorities than the cells entering the switch for
the first time since the Address Encoder
examines the fan-out of the cells beginning
from the top. Maintaining the relative ordering
among the recirculated cells is accomplished by
Lwisting recirculation paths belore connecting
hack to the input.

Next consider the Routing Phase in Figure 3
where Rp of the (N + Rp) inputs available in
the first Flip network are reserved for
recirculation. {(c.g., N = 16 and Ry = 18 Tor
the prototype.) Cells targeted for various
channel groups enter at the input aud iterate
recursively through the first Flip network.
After completing Lhe required number of
recursions, they appear al the output of the
Flip network according to a Gray coded
sequence of channel group addresses.

Cells enter the next Flip network where the
contentions for output are identified and excess
cells are separated from the rest while
maintaining the relative ordering. The cells
passed to the Banyan Router can be routed to
the proper destinations without further
possibility of conteution since the Bunyan
Router is nonblocking with respect ta compat
inputs that are destined for monotone
ascending output addresses. On the other hand,
the excess cells are recirculated for attempis at
the next time slot at which time, they are given
priority due to the higher refative ardering of
the recirculation paths. Such a mechanism
ensures that the in-order cell sequencing is
maintained.
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Performance Benefits of Multi-Channel Switching

H. Saidi and P.S. Min

The goal of this research is to verify the
performance benefits of channel grouping for
nonblocking ATM switches. Assume that the
switching networks have &V input channels and
N output channels which are labeled between 0
and N — 1. Arrival processes at different input
channels are independent, and a cell appearing
at an input channel is equally likely destined
for all channel groups at the output. The
output channels are divided into ¢ equal sized
channel groups, each with m = % channels
where ¢ is a positive integer resulting in an
integer value for m. We label the ¢t channel
groups between 0 and ¢ — 1 for convenience. Let
p be the probability that there is a cell in a
time slot at each input channel, and hence ¥ is
the probability that there is an arriving cell
destined for a specific channel group.

For the purpose of illustration, consider a
nonblocking ATM switch wherein a buffer
module is located at every input channel. Cells
are served in a first-in-first-out (FIFO) manner
from the buffer modules. In time slot 7, let ¢’
be the number of buffer modules with the HOL
cell destined for channel group ¢ which is
blocked in time slot n — 1 due to output
contention. 3¢} ¢i is the number of buffer
modules with HOL blocking in time slot n — 1,
and F,, which denotes the number of cells that
move to the head of a buffer module in the
beginning of time slot n, becomes,

t-1
N - Zq;

i=0

F, =

F, is also the number of cells that are routed
through in time slot n — 1.

Let A% be the number of cells, amongst the F,
cells that freshly assumed the head position in
a buffer module, that are destined for channel
group ¢. Then,

k Fa =k
Fy " L)
PriA, = k) = ( k' ) (-ﬁ) (1_.’&.) {1)

The throughput, p, cquals the probability that
a cell departs from a certain buffer module and
routes through the network in a time slot, and
from the symmetry among all channel groups,

p = .,\1'

i

!
< -
]

where F and ¢ are the average values for F,
and ¢, respectively,

Let A be the average number of cells that are at
the head of a buffer module, that are destined
for a certain channel group, and that are
actually transmitted to the output. Again from
the symmetry among the channel groups each
consisting of m channels, A = m - p. Recalling
that there is a cell in each of the N buffer
modules and that these cells are equally likely
destined among all channel groups, the average
nunmber of cells at the head that are destined
for any channel group is m. Thus,

1

g = m-—2A
Now considering for time slot . the dynamies
of each huller module is deseriboed by,

(2)
To determine the stationary distribution for ¢},
we need to construet the balanee cqnations
governed by (2). Noting (L, = j) s cqual
for all » and 7 due to the i.i.d. nature of the
atrival process and the symmetry among the

channel groups, we drop the indices n and ¢ in
what follows: A carresponds to the number of

Uny) = mas(yl + AL —m, 0).

cells that feeshily assume the head position of a
buller module in the beginning of a time slot
and that are destined for a certain channel
group.



With p; defined as Pr(¢} = j),

m

po = z,pk-Pr(Agm—k)
=0 f
m+7

pi = Zpk-Pr(A=m+j—k)
k=0

for 1<j<N-m. (3)
Let the z-transform for p; = Pr(q¢’ = j),
denoted as P(z). The numerator of P(z) is a
polynomial of degree m, and thus has m
complex roots. Since p; is a probability, P(z) is
bounded and analytical on and inside the unit
circle. Consequently, every root of the
denominator in P(z) on or inside the unit circle
must be canceled by the numerator so they
should also be the roots of the numerator. Thus

P(z) can be written as,

K- (2 - z)

Pz) = z™ — A(z)

(4)

where

N-m
Az) = > Pr(A=j)-2.
i=0

z, is the st* root of the denominator on or
inside the unit circle and K is a certain
constant to be determined shortly. Since

A(l) = Z?’:B’“ Pr{A = j) = 1, the denominator
vanishes at 2 = 1 and there is a root for the
numerator at z = 1, which is labeled as the m*
root for convenience, i.e., z,, = 1.

h

To determine K, we use the fact that the limit

of P(z) as z — 1 is one. Since z = 1 is the root
of both the numerator and the denominator, we
use the L’Hépital’s law, and,

K(l=-2z)(1=-z) (1 = zpm_y)

and therefore,

m-—A
(1 - :l)(i - 3‘2) (l - zm—l).

Thus, once z; is known for s =1,2,...,m - 1,
(6) determines K.

K =

(6)

Using the properties of the z-transform we
know that

i N=m
¢ = > i-p
j=0
d
= EP(Z)’:=1.

Since both the numerator and the denominator
of the derivative of P(z) vanish at z = 1, the
L’Hopital’s law needs be applied twice to P(z)
and as a result. ¢* is determined as,

i G | m{m — 1) — A?
T = s;l—z‘.,— 2(m ~ A) @

From (2). we substitute m — A for ¢* in (7). and
solve for A. The resulting value is valid if

A < m for the stability of the buffer occupancy
which is assumed implicitly. The throughput, p,
then can be determined from A = m - p.

The procedure ol determining, p can be

summarized in the following manner:

e Step 1. Assume an arbitrary value for A
such that 0 < A < m.

e Step 2. Deternine z5, s=1,2,...,m—1
by determining the roots of z™ — A(z)
from (5).

e Step 3. Determine the new value for A

limz-blp(z) = m — AJ(”)F
“Hz=1

Noting from (1) that 4%, {and A) approaches
Poisson for large values of & (and thus large
values of £ and F,),

Az) = 02 (5)

from
m—1 :

1 m{m — 1) — A% ,
LT T TNy = @)

s=1

Il the new value is close 1o the previons
one, stop. Orherwise, go to Step 2.



For m = 1, (8) simplifies to

,\2

=2 = 5w

resulting in A = 0.58 which conforms the well
known result of input buffering for
single-channel switching.

When m = 2,

1 A2 -2

22
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where the z; is the only root of z — ¢=M1=3)
inside the unit circle. Then, A = 1.372 and

p = 0.686. For the values of m > 2, the roots
of z™ — A(z) where A(z) is given as (5) can be
determined numerically. We observed from our
exercise that the increasing values of p with
respect to the increasing values of m, which
asserts the benefits of channel grouping in
multi-channel switching.
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Efficient Hop-by-Hop Flow Control for ATM Networks

C. Ozveren, R. Simcoe, G. Varghese

In connection or flow oriented networks like
ATM, where it is possible to reserve buflers. it
has long been known (e.g., X.25) that deadlock
and fairness issues can be resolved. {Sach llow
or connection is allocated at least one buller on
each link, which prevents deadlock.! In
addition, network devices must also give each
flow fair access to each shared resource that the
flows contend for.

Per flow hop by hop flow control combines two
mechanisms. The first is a strict partioning of
the available buffer space among active flows
and selective backpressure on a per flow basis.
The second is fair access io all resources shared
by flows within a single network device. The
result is twofold: packets are never dropped due
to congestion within the network, and the
available bandwidth is fairly divided up among
all competing active flows. With no contention
in time, each flow has access to the entire
bandwidth on each link; when there is
contention, each flow has a fair share of the
bandwidth. Recently, this approach has been
advocated for ATM networks under the
Available Bit Rate (ABR) service category.

Despite these attractive properties, there are
two difficulties in implementing hop-by-hop
flow control. The first is the reliability of the
backpressure protocol. Second, the strict
partioning of buffers among VCs is reasonable
for a LAN environment but is wasteful and
expensive for the long links of a wide area
network. We address both these issues. More
details can be found in {43)%.

In credit based hop by hop flow control, each
sender keeps a credit register for each virtual
circuit, which is initialized to the number of

buffers allocated to the VC. The sender sends

'Recently, the same approach has been advocated by
the designers of AN-2. AN-2 is an experimental local
area network based on ATM that is being built by DEC's
System Rescarch Center.

?Work done with coauthors at DEC. Cunevt Ozveren
and Robert Simcoe are at DEC, Littleton

colls for VO i only when g has eredits (o sened:
ater o coll Tor VO s sent, dis credll registor s
decrenmented. M the receiving awiteh, whenever
acell is removed e the buller for VO g, the
switch sends a credit o the reeciver., Finally,
when a credit message for VC y arrives at the
sender, the credit register is incremented.

Strict partioning of buffers among VCs is
reasonable for a LAN environment but is
wasteful and expensive for a wide area network.
For a coast-to-coast wide area network with a
worst-case propagation delay of 20 msec, the
buffering required to allow each VC the
maximum bandwidth (say 600 Mbps) is about
24 Mbits, which is much too large to allow
more than a small number of VCs to be
supported. In order to address this inefficiency,
we use a buffer sharing mechanism.

Buffer shating is an old idea in networks.
However, the problem considered here is
different for two main reasons. First, we must
do buffer sharing and yet prevent deadlock;
buffer sharing is now more than a few
heuristics, it needs a proof of correctness.
Second, the information for buffer sharing neceds
to be distributed to the upstream node (so that
it has sufficient information to send packets
only when buffers are guaranteed); thus we
need a distributed algorithm for buffer sharing.

The simplest approach to buffer sharing is to
physically divide the buffer space into a
common pool together with a private pool for
each VC. To avoid deadlock, it appears
necessary to mark data cells and credits as
belonging to either the commeon or private
pools. However, with current ATM cell [ormats,
while cells are marked with a VC, it is hard to
also mark them as belonging to a private or
public pool. Alsu, the naive scheme requires
additional complexity Lo guarantee that a VC
does not exceed a maximum number of buffers.?

“No VO requives more boflers than the “pipe size” of
the link, Some VOS nray reguire even less becanse there



We propose a simple, elegant scheme which
conceptually divides the buffer space into
common and private pools witheut marking
cells, credits or buffers. Assume that there are
N VCs and MazBuffers cell buffers that can be
used by all the VCs. Conceptually, this buffer
space is partitioned so that each VC has a
private pool of Min buffers and there is a
common pool of size (MazBuffers — N x Min)
buffers. Let Maz denote the minimum number
of cells required to fill one round trip delay time
between the upstream and the downstream
nodes.

The protocol runs in two modes: congested and
uncongested. When congested, each VC is
restricted to Min outstanding cells; when
uncongested, each VC is allowed Meaz (which
will typically be larger than Min) outstanding
cells. All cell buffers at the downstream node
are anonymous; any buffer can be assigned to
the incoming cells of any VC. However, by
carefully restricting transitions between the two
modes, we allow buffer sharing, while
preventing deadlock and cell loss.

Define an upper threshold

UT = MaxBuf fers — N % Min, which is the
size of the shared pool. Then, the link is
congested if the number of outstanding cells
(measured across all VCs) is > UT. The choice
of the upper threshold ensures no cell loss;
ensuring that all VCs always have at least

Min > 0 credits ensures no deadlock. More
details can be found in [43].

Intuitively, this buffer sharing protocol
performs as follows: During light load, when
there are only a few VCs active, each active VC
gets Maz buffers and goes as fast as it possibly
can. More precisely, if we assume that

UT = kMax then up to £ VCs can obtain
enough buffers to potentially use the full link
bandwidth. Choosing a reasonable value for &k
will depend on particular design parameters,
however, we believe that 10 will prohably be a
reasonable number for most cases.

are other, stower links on the path of that VC,

Under the standard flow control seheme, reeall
that a 600 Mb/s link with a 28 misec
propagation delay (<10 msee roundtrip) required
24 Mbits, or 3 MB ol iemory. in this case, Gd
MB total memory would only support 21 VCs.
With buffer sharing and with about the same
amount of memory, we would be able Lo
suppott thousands of VCs while, say up to 20,
of them could be active at a given time without
any loss in performance.

Notice that if credits are lost. Lhe system will
steadily lose perlormance. To make the
protocol reliable. we use a technique of local
checking (that we have invented elsewhere Lo
make protocols self-stabilizing) to periadically
“audit™ the credit based schieme and “reset™ the
protocol i[ it is a bad stale. In the sinmplest
scheme, we send a special marker cell on V(! y
when we wish to resynchronize this VC. We
also stop sending cells on VC y until the marker
returns. At the downstream node, we assume
that the marker flows through the buffer for the
VC before il is sent back to the upsiream norde.
Thus after the marker returns, it has “flushed”
the pipe of all cells and credits. Thus at the
point the marker returns we can set the credit
register to the maximum value. This scheme is
very simple. But it has the disadvantage that it
requires the VC to be idled periodically, and it
is hard to bound how long it will take for the
marker to return.

Thus we angment the hasic scheme in two
ways. First. we allow the VO Lo send cells adrer
the marker has been sent, but we keep track of
the cells sent since the marker was lannchee at
the sender. When the marker returns, we
adjust the correction to take into account the
cells sent since the marker was launched,
Secoud, we let the marker by pass the queue for
the VC and rellect back™ immediately. ‘l'o do
50, the marker must return with the number of
free cell buffers for this VO at the receiver.
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Congestion Control Mechanisms in ATM Networks

Apostolos Dailianas, Andreas Bovopoulos

In this research, we propose and analyze
congestion control mechanisms for ATM
networks that support multiple classes of
service with distinct quality of service
guarantees for each class. Our work concerns
both the cell level processing and the
connection admisston control algorithms.

We consider four classes of service. In class A,
we guarantee zero cell loss due to buffer
overflow and bound cell delay variation across
the network. In class B, we allow some cell loss
to occur, but provide guarantees on the loss of
cell bursts, using a burst reservation scheme. In
the third class, we provide guaranteed cell loss
rates but make no attempt to control burst loss
rates. In classes B and C, we bound the cell
delay variation, as in class A. Finally, in class
D, we provide no guarantees on either cell loss
or delay variation. We require that connections’
peak and average rates be known in advance for
classes A, B and C and perform connection
admission control based on the assumption that
connections transmit at the peak rate whenever
they are active.

Cell delay variation is controlled via a framing
scheme. A frame is just a time period in which
some number F of cells can be received from
the external link. If 2 cell arrives in frame ¢ on
one link, it will be transmitted on some other
link in frame i 4- k, where k is chosen to ensure
that the cell is guaranteed to reach the desired
switch output port in the intervening frame
periods. In a system supporting 150 Mb/s links
and a frame time of 64 cell periods, a value of
k = 3 will typically be sufficient to provide the
required guarantee. The framing can be cither
implicit or explicit. In an implicit framing
scheme, there is no need for synchronization of
frames between switching systems, but we can
only bound the delay variation on a per switch
basis. That is, the cell delay variation can be
plus or minus one frame period per switch. If
an explicit framing mechanism is used (that is.
the switches at each end of a transmission link

group cells into frames in the same way), we
can bound the delay variation on an end-to-end
basis to plus or minus one {rame period. On the
other hand, this does require sume explicil
synchronization between the switching systems.
This could be done without significant
modification to the ATM transmission
standard, by simply including frame position
information in idle cells sent between switches.

For connections in classes A and B, we support
burst-level allocation of bandwidth, so that
when a connection in one of these classes begins
to transmit, we allocate bandwidth and
maintain it for the duration of the burst (bursts
are delineated by start and end cells). When a
class B burst begins, it is accepted if the
amount of bandwidth currently being used by
class A and other class B bursts, plus the
amount required by the class B burst, does not
exceed the link’s capacity. Class A bursts may
preempt class B bursts, but not other class A
bursts. Cells in class C are accepted so long as
there are unallocated slots in the current
transmission frame. Class 1) cells are hulfered
separately [tow classes AL 13 and C and colls are
sent from this queue whenever there is space
available.’

The introduction of framing mechanisms to
control cell delay variations introduces some
complications in the connection admission
control algorithms. since the [raming eftectively
discretizes the link bandwidth. For example, if
a class A connection transmits at a rate of 20
Mb/s (when it is active) on a 150 Mb/s link
that uses a G4 cell frame, the closest ‘natural
rates’ for the link are 18.75 Mb/s (8 x 130/64)
and 21.1 Mb/s (9 x 150/64). To accommeodate
this connection with zero loss, we would need to
allocate 9 cells per frame to this connection,
even though it won't always use them all. In
the same way, it this were a elass B eonneetion,
we would allocate 9 cells per frame when o
hurst is accepted. to ensure zero loss during the
burst. For class C connections bowever, we can
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achieve more efficient link utilization by More details on this work can be found
treating this as a connection with two rates, in [12, 13].
where the probability of sending at each of the
two rates is weighted to give an average rate of
exactly 20 Mb/s. We have designed connection
admission control algorithms that do this
explicitly, in order to allocate bandwidth more
precisely. This is particularly important when
there are connections with rates smaller than
one cell per frame (for example 64 Kb/s voice
has a rate of .027 cells per frame, assuming a 64
cell frame), but which still require bounded cell
loss and delay variation. We have derived both
exact and approximate algorithms for class C
connection admission control. The exact
algorithm can be computationally excessive
when we have large numbers of class C
connections. However, the approximate
algorithm can achieve running times of a few
milliseconds, even for hundreds of sources,
while sacrificing very little accuracy.

One limitation of standard bandwidth
allocation mechanisms in ATM networks is that
when different virtual circuits are handled
together (for example, they share a single link
queue) it is difficuit to assign different qualities
of service to the different connections. We have
devised ways to use assign cell loss priorities to
cells in connections that are handled together
by the basic cell processing hardware, but
which allow the loss rates of different
connections to be tailored to their specific
requirements. In situations where connections
have widely varying cell loss requirements, this
leads to a significant improvement in the link
loading levels that can be achieved while
providing performance guarantees. Our
approach is to assign high priority to a certain
percentage of cells in each traffic stream, with
the remainder receiving low priority. This
allows us to tailor the loss rates of the different
streams without requiring that they be
separately processed. We consider both static
and dynamic priority assignment mechanisnis,
where the dynamic priority mechanisms modify
the priority assignment in response to changing
traffic conditions.
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Analysis of Congestion in ATM Networks

Seyyed Mahdavian

One of the key challenges of designing ATM
networks is accommodating the wide range of
different traffic types that these networks are
designed to handle. It’s been found useful to
divide traffic into three main classes. The
Constant Bit Rate (CBR) class includes
applications like PCM voice, that operate at a
fixed rate over an entire session. The Variable
Bit Rate (VBR) class includes applications like
coded video that can vary their transmission
rate during a session, but have weli-understood
statistical properties, making it possible for the
peak and average rate of the traffic stream
(plus, possibly a measure of the time scale of
variations) to be specified when a session is
initiated. The Available Bit Rate (ABR) class
includes classical data applications, such as file
transfer and interactive terminal sessions, which
are inherently unpredictabie. For applications
in this class, we can typically specify only the
peak rate in advance. On the other hand, these
applications are generally able to adjust their
transmission rates, in response to either direct
or indirect feedback from the network.

This research is concerned with analyzing the
performance of ABR traffic in an ATM
network. Qur analyses make use of the small
buffer assumption to make the analysis more
computationally tractable. The small buffer
assumption is based on the observation that
since traffic bursts are generally targer {often
much larger) than the link buffers in ATM
switches, data loss is likely to occur whenever
the sum of the rates of the actively
transmitting sources exceeds the link rate. By
assuming that data loss does occur whenever
there is excess traffic, we can make the analysis
more tractable, allowing more complex
situations to be analyzed.

We have recently developed new analytical
models for two situations. The first is directed
at understanding packet loss (where by packet,
we mean the intermediate-level data unit used
by a transport protocol, not a celi or a burst} in

simple statistical multiplexing situations and
the second is directed at understanding data
loss in lasl reservation prolocols. In the frst
analysis, we model a bufferless multiplexor
receiving traffic from a loreground traflic source
and a collection of identical background
sources. Both the foreground and background
soutrces are Lwo state bursty sources, whicl
transmit at a fixed rate when in their active
state. T'he background sonrces are assumed to
have exponential holdng times in the idle and
active states. Our analysis allows us to
compute the probability that at any instant
during a time interval of length 7, the
background sources generate traffic at a high
enough rate so that they, together with the
foreground source, exceed the capacity of the
link. If 7 is the time required to transmit a
foreground packet. Lhis gives us an estimale of
the probability of larearound packet loss. T he
analysis is carried vul using Laplace translurins
and is computationally very fast, even for large
numbers of sources,

One of the crucial parameters that alfeeis
information loss in this situation is the ratio of
the foreground packet duration to the average
cycle time of the background sources (the time
between successive transitions to the active
state). We have found that there are two
distinct regions of operation. If the packet
duration is much smaller than the cycle time
(say 1% or less), the loss probability is
approximately equal to the cell loss probability.
Above this point, the loss probability increases
linearly until it is close to 1 and then levels off,
approaching 1 asymptotically. This implies that
in many bursty applications, cell loss rate is a
good predictor of packet toss rate. We have
used this technique to estimate the probability
ol loss over different time imtorvals lor
JP1EG-encoded video sources, where we
moadeled the JP?EG sources as 1wo state sonrces
with a low rate of 10 Mb/s. a bigh rate of 25
Mb/s, an average rate of 15 Mb/s and an



average cycle time of 10 seconds. If we select
the time interval to be the time it takes to
transmit one horizontal slice of transform
coefficients, corresponding to eight rows of
pixels (0.5 ms), we can achieve offered loads of
70% at loss rates of 107% on 600 Mb/s links.
Surprisingly, we can lengthen the time interval
to be the time it takes to transmit a complete
video frame (33 ms) and obtain very nearly the
same loss rates. Hence, we see very little
difference in loss performance if error recovery
is done on a slice basis or a frame basis.

We have devised exact analytical models for the
performance of a burst reservation system that
is far more accurate than previous models
under heavy load conditions. The improvement
can be attributed to our explicit modeling of
sources that while actively transmitting data,
have failed to reserve the bandwidth they
require and hence do not consume link
bandwidth (previous models just assumed that
all active sources consume link bandwidth). In
the analysis, we model a collection of two state
sources by a continuous time Markov chain
with indices ¢ and j where ¢ is the number of
active sources for which bandwidth has been
allocated and j is the number of active sources
for which no bandwidth has been allocated.
The Markov chain decomposes in a way that
simplifies the balance equations allowing for
much more efficient computational procedures
than would otherwise be possible. The analysis
can be used to model packet-level loss under
small buffer assumptions. Initial results
indicate that fast reservation protocols are
robust, in the sense that they are not subject to
congestion collapse when the offered load
exceeds the link bandwidth, but provide
throughput approaching 100% as the offered
load gets large. We are currently studying
approximate models that can rival the accuracy
of our exact models while yielding

improvements in computational performance,



ATM Signaling

33



Design of the Connection
tem for the GBIN Switch

Management Software Sys-

John DeHart

We anticipate that the heterogeneity of ATM
switching network equipment will add greatly
to the complexity of controlling these networks.
As shown in Figure 6, network switching
systems will be produced by various vendors
and (although all will presumably conform to
the appropriate ATM standards) may differ
considerably in their control requirements and
protocols. The same will undoubtedly be true of
the client terminals connected to the network.
A third source of network heterogeneity lies in
the links connecting the switches and the
terminals, which will vary in bandwidth.

Managing such networks requires introduction
of a number of control abstractions which serve
to encapsulate and conceal the differences in
equipment. Figure 7 illustrates a number of
these abstractions. A node abstracts a switch
or collection of switches, providing a view of the
group as a single large switch with a known
interface and capabilities. A control processor
{cP) is an abstraction of the control software
for a single node; in some cases the software
may actually run on a single machine, while in
others it may be distributed. In our control
model, this software is the Core cmss. The
control software for the nodes must
communicate to set up inter-nodal connections.
This communication is in accord with specified,
uniform internal protocols (e.g., cMNP [28] in
our system). Finally, the terminal-network
control interface is encapsulated by access
protocols which specify the manner in which
clients request connections through the
network. Examples of such access protocols
would be cMAP [10] and Q.93b [1].

The Core cMss present at each node is
structured in three layers. The Counection
Management Layer is actually distributed
across all the nodes of the network, and uses
the internal protocols of Figure 7 to set up
inter-nodal connections. At each node, the

Connection Management Laver connmunicates
with the Node Management Layer for that
node. The Node Management Layer abstracs
the collection of switches in the node so that
they “look like™ a single large switch to the
Connection Management Laver, and is
responsible for managing intra-nodal
connections within the node. It issues
commands to the Switch Management Layer,
which handles connections within the individual
switches and conceals hardware dependencies
from the other layers.

In the current design, the Core CMSS is realized
as a tree of processes running on the node’s cp,
as shown in Figure 8. The top process in the
tree is the Connection Mauager {¢n) for the
node. This process commnnicates with the ¢ys
of other nodes and with oue subsidiary process.
For the node shown in the figure, where three
switches are grouped and managed as a single
node. the subsidiary process is a Node
Controller (xc¢). This ¢ in turn communicates
with its subsidiaries; in the example these are
one Switch Controller (sc) for each switch. If,
as in the example. the switch hardware is
supplied by several different vendors, these sc
processes will be from different executables,
each tailored to control the specific hardware.
However, the API provided by each sc is
identical. and is identical to the NC API. The
GBNsC [11] is one type of sc.

CMSS processes communicate only along the
links of the process tree. Fur example, in
Figure 8 the oy and NC may communicate and
the NC may conmmunicate with each sc.
However. the ¢ Jdoes not communicate
cdlirectly with the <ox, nor da the <os
cottnmunicate with vne another = fudeed, the
encapsulation provided by the cass s such
that these processes liave o knowledge that
the others exisr.

This design decision - that the s¢ and Ne have
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Figure 6: Heterogeneous ATM Networks

the same AP1 - was originally motivated by the
desire to have a node "look like” a switch to the
layers above the node. However, it also has
some nice consequences for the setup and
management of the process tree, as shown in
the examples of Figure 3. The upper example
shows a single switch which is to be managed as
a node. In this case we can omit the Node
Management Layer entirely, and have the cM
communicate directly with the sc for the
switch. The lower example shows a node
hierarchy, where one of the subsidiary elements
of a node is another node. The process tree
reflects the nested structure, and because the
NC and SC APIs are identical the upper NC is
unaware that one of its subsidiaries is actually a
multiple-switch node.

The aPI used by the NCs and scCs is represented
by a software object called the Node Controller
Managed Object (NcM0). The NCcMO
encapsulates the interactions between two
processes (a parent and a subsidiary) in the
CMsSS process tree. The NCMO provides the
means whereby the process tree is established.
When a parent process determines it has a
subsidiary, it creates an NCMO object for that
subsidiary. The creation of this object causes
the creation of the subsidiary process and the

communications links to that process.
Subsequent interactions with the subsidiary are
handled through function calls on the NCMO.
These calls typically cause communication with
the subsidiary; the NCMO uses the Node
Controller Communications Protocol (NCCP)
for this communication.

Processes outside the cMsS tree may also need
to communicate with the NCs or scs. For
example, for network management functions it
might be useful to have a tool that allows
managers to issue commands directly to an sc,
bypassing the cM and Ncs. Jammer, also
developed by ARL, is an exampte of this type of
tool. The user of Jammer may interact directly
with the GBNSC to examine or modify any of
the GBS tables, to set up connections, and to
execute test suites that verily switch
functionality. For reasons of simplicity, Jammer
also uses NCCP to communicate with the switch.
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The Washington University MultiMedia eXplorer

William D. Richard, Jerome R. Cox. Jr., A. Maynard Engebretson. Jason Fritts. Brian L.

Gottlieb, and Craig Horn

The Washington University MultiMedia
eXplorer (MMX) is an important component of
Project Zeus; it provides a complete multimedia
system capable of transmitting and receiving
video, audio, and radiographic images over Lhe
Washington University broadband ATM
network. The MMX is a second-generation
multimedia system based on the earlier,
host-based Washington University Multimedia
System (MMS) [45]. A block diagram of a
typical MMX configuration is shown in

Figure 10.

An MMX is typically used with an NTSC video
camera, microphones, and amplified stereo
speakers. The analog NTSC video signal
generated by the video channel is usually fed
into a “video-in-a~-window” card installed in the
host computer as shown in Figure 10. In this
configuration, the received video is displayed in
a window on the normal workstation display
eliminating the need for a separate video
monitor. A high-resolution radiological image
display is supported for medical applications.
Other configurations are possible, including the
use of a separate video monitor or the use of a
laser disk player or other audio/video

source [46].

To reduce medical costs, hospitals are seeking
cost saving opportunities through the sharing of
information via networks. For example, using
an MMX and medical video, a specialist can
efficiently support ultrasound and fluoroscopic
examinations at a number of satellite locations.
The advent of broadband networks promises to
remove the barrier to electronic communication
for the deaf and hard of hearing. We have
demonstrated the effectiveness of the MmX to
provide the capability for the deal to
communicate over arbitrary distances as il they
were face to face. These two applications
foreshadow large-scale usage of broadband
networks when metropolitan and wide-area
tariffs become sufficiently low.

The MMX is designed to operate with any host.
A standard RS-232C interface is used to control
the MMx from an application program running
on the host. If the host is equipped with an
ATM interface card. 1t can receive norual
network traffic via an cxtension port on the
MMX. The extension also multiplexes cells from
the host ATM card with cells originating from
the MMX to form a single outbound cell stream.
Audio, video, and radiological image delivery
functions are performed by the multimedia
subsystem.

The ATMizer subsystem consists of a 16 MHz
Motorola MC68030 cpu with 4 Megabvtes of
DRAM, 128 Kilobytes of LEPROM. o
Multi-Function Peripheral Chip (MrP}), and
interfaces to the Arm network and o the
multimedia subsystem. The EEPROM holds the
embedded control software for the MmMXx. The
DRAM is used for serial 1/0 buffering and cPuU
channel ATM cell management. The MFP
provides timing and interrupt services, as weil
as the serial port used to communicate with the
host.

Embedded code for the local MC68030 cru is
written in C and currently compiled using the
native ¢ compiler on a NeXT host. A library of
1/0 function calls, e.g., printf and scanf, was
written to replace the stdio ¢ library to
facilitate code development and debugging. A
low-level monitor program, which is part of the
embedded code, performs memory dumps,
allows program execution, etc. For debugging
or diagnostic purposes. a terminal can be used
with the ou-board serial port to interact with
this monitor.

The interface to the ATM network is
implemented using an Advanced Micro Devices
TAXIchip transmitter/receiver pair. The
ATMizer is configured to fransmit and receive
data via eitlier wwisted pair or mlti-mode fiber
using the framing protocol specified by the ATM
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Figure 10: An MMX is typically configured with a video camera. stereo microphones, and amplified
stereo speakers.

Forum for ATM systems operating at 155 Mb/s image can be compressed for transmission and
(8B/10B). The extension port, using analog decompressed for display simultaneously at 30
circuits, copies incoming signals and transmits  frames per second.

them to both the local TAXI receiver and to
the ATM link to the host. The ATM interface on
the MMX can be programmed to ignore cells not
specifically directed to either the local crU or
one of the multimedia channels. Similarly, the
host must ignore cells bound for the MMX.

The second multimedia channel, digitizes an
input analog stereo audio signal, i.e., both left
and right channels, using a stereo audio codec
and produces a cD-quality digital audio data
stream for transmission by the aATMizer. The
codec oversamples at G4 times the output word
There are currently three multimedia channels  rate of 44.1 kHz and generates 16-bit values for
used with the aTMizer. The video channel both the left and the right inputs. The 48-byvte
digitizes an input color NTSC video signal, payload of each transmitted cell contains twelve
compresses the digital video data stream using  djgital audio data words, i.c., twelve 16-bit left
a hardware Joint Photographic Experts Group  and 16-bit right channel sample pairs. With .

(JPEG) compression engine, stuffs the this sampling rate and payload format, one
appropriate framing tags into the data stream,  audio cell is transmitted every 272

and routes the resulting data stream to the microseconds. T'his channel also accepts a
ATMizer Bus for transmission. The video digital audio stream from the aTMizer and
channel also accepts a compressed video data  generates an output analog stereo andio signal.
stream from the ATMizer, strips the framing Monaural input and mounaural outpul are also
tags, decompresses the data stream, and supported by the system.

produces an output NTSC video signal. A
frame buffer is used in conjunction with a novel
Phase-Locked-Loop (PLL) scheme to eliminate
the synchronization problems caused by
separate transmitter and receiver clocks. Two
hardware JPEG engines are used by the video
channe! so that a full 640-by-480 pixel video

A TMS320C50 Digital Signal Processor (Dsp)
provides volume control, loopback, left/right
mixing, and amplification functions, as weil as
single-source payloads and multiple-source,
monaural payloads. Multiple-source payloads
are accepted by the receiving channel vu a
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priority basis and mixed together as a blend of
the two audio streams. Source priorities are
established when a receiving MMX system is
initialized and are stored in global memory.
The DSP implements a voice activation switch
so that audio sources generate cells only when
sounds above a threshold are present. Feedback
cancellation filters, also implemented by the
DSP, are used to eliminate the direct signal
path from the loudspeaker to the microphone.
The echo cancellation feature of the audio
board can be enabled to eliminate feedback due
to having a microphone in close proximity to
the speakers. This feature is most useful in a
conferencing situation, where multiple
conference participants are using microphones
and speakers. If not properly controlled, such a
configuration can have a severe feedback loop.
With the echo cancellation enabled, this loop is
broken with less need for precise arrangement
of the speakers and microphones.

The third multimedia channel accepts
high-resolution radiographic images from the
ATMizer and reformats them for transmission to
a high-resolution monochrome display. The
radiographic images used with this channel are
served to the ATM network via a dedicated
transmitter. This transmitter accepts a data
stream in the format required by the display
and reformats it for transmission over the aTM
network.

The MMX software suite consists primarily of a
low level monitor running on the embedded
CPU and a library of C routines for accessing
the monitor functions via the serial port. This
library has been used to develop several
application programs for the Project Zeus
testbed on multiple workstation platforms.

For ATM communications, the embedded
software provides the ability to filter and route

incoming cells to any of the devices in the MMX.

The routing is based on the vpet and vei ol the
cell. For cach vei/ver pair, the satx may be
programmed to pass to the destination device
any combination of the cell header, HEC byte,
and payload. On the transmit side. the
outgoing headers for the andio and video

channels may be programmed to send the audio
and video streams using any vP1/vai pair.

For the video channel. the library provides
routines for adjusting the JPEG Quantization
(@) Factor and for selecting which of three
video inputs should be encoded and
transmitted. There is also a general command
for manipulating the various video parameterss.

For the audio channel, there are functions for
controtling the volnme of the audio output, the
mixing of local audio with the incoming arm
audio, the sampling rate, echo cancellation, and
the number of incoming ATM audio streams.
There are six controls for audio volume. Two
are for listening to the local audio. These send
the audio from the stereo inputs to their
respective outputs. bypassing the aTM link. The
remaining four volnme controls are for mixing
the audio channels at the outputs. By using the
appropriate controls. the MMX can send hoth
audio channels 10 the same speaker. vonverting

the sterco signal tito aomonaural signad.

A library of ¢ rontines was writlen Lo provide a
simple programming interface to the vax, The
library effectively places a wrapper around all
ol the functivns described above, This wraper
allows a programmer 1o make a <imple funetion
call without haviug w worry about the specifics
of the serial control protocol associated with
the MMX. This abstraction allows for changes i
[uture versions of the embedded software
without the need ro rewrite the applications
running on the workstations.
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Collaborative Projects

Jerome R. Cox, Jr., G.J. Blaine, Nilesh Gohel, James D. Miller

The purpose of Project Zeus is to develop
networking components, to install a networking
testbed, and to develop challenging applications
that stress the testbed. Two such applications
will be described below.

Increasingly, to reduce medical costs, hospitals
are merging into systems containing dozens of
hospitals and healthcare facilities. These
systems provide cost-saving opportunities
through the centralization of expertise, the use
of automation, and the sharing of information
via networks. Such an opportunity exists in
connection with fluoroscopic and ultrasonic
examinations carried out at satellite clinics and
hospitals.

For example, a technologist conducts the
examination at the remote site (see Figure 11).
A specialist {gastrointestinal radiologist or
obstetrician) located at the medical center
provides guidance to the technologist via video
conferencing and by monitoring medical video
captured from the fluoroscopic or ultrasound
equipment. Both the patient and the
technologist can interact with the physician
despite the distance. It is important to provide
a good audio channel for interaction between
the Center-of-Expertise and the Remote Site
both during video conferencing and during
audio conferencing while the technologist and
physician are examining medical video
sequences.

Thus, with this arrangement, the specialist can
efficiently support examinations at a number of
satellite locations. There is no time lost for
travel by the specialist, and a number of
satellite locations can be placed throughout the
community and in rural areas. For those cases
where the equipment is expensive or a
technologist cannot be occupied fully at the
remote location, a mobile examining facility can
be used to increase utilization. Of course, it will
be necessary to have broadband access at each
of the mobile exam locations, but that access

should be readily available within a few years.

Early psychophysical results indicate that
compression of the medical video for these
specialties can be accomplished using motion
JPEG at average data rates of 11 Mb/s or less
without producing visually detectable artifacts
as a result of image reconstruction. Using a
staircase psychovisual protocol, Gohel, et

al. [24] used recordings of video examinations
both with a variable amount of compression
and without compression. These recordings
were taken from examinations in the three
fields of 0B/GYN ultrasound, abdominal
ultrasound, and G1/GU fluoroscopy. The
threshold of artifact detection for specialists in
these three fields of medicine yielded average
data rates that ranged from 2.5 to 11 Mb/s.

Several demonstrations have been conducted
with MMXs set up as shown in Figure 11. The
physicians participating in these trials have
agreed that the quality of the video sequences
provides the support needed for supervision of
examinations at remote locations.

The deaf and hard of hearing population has
been disenfranchised with respect to electronic
communication. The hard of hearing have had
some ability to communicate with each other
and the hearing world by amplified sound of
telephone bandwidth, while the deaf have been
limited to communications through
teletypewriter networks. The advent of
broadband networks promises to remove these
communication barriers.

The deaf and their hearing interpreters can
communicate using video via lip reading, finger
spelling, signing, or some combination thereof.
For example, two deaf individuals can
communicate directly, or a deaf person can
communicate with a hearing person indirectly
through a hearing interpreter acting as an
intermediary (see Figure 12). The three
individuals can be in three different locations:
the deaf person and the hearing interpreter at
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Figure 12: The MMX can be used effectively by the deaf and hard of hearing to communicate
between themselves or with the hearing world directly, or indirectly through a hearing interpreter.

locations with MMXs and the hearing party of compression tolerable suggests that 1PEG
communicating with the interpreter over a compression at 8 Mb/s with modest
conventional telephone connection. reconstruction artifacts do not harm the

viewer’s ability to communicate [34]. However,
lip reading was substantially more sensitive to
compression artifacts than were finger spelling
or sign language.

We have demonstrated on several occasions the
effectiveness of the MMX to provide
communication for the deaf over arbitrary
distances as if the parties to the conversation
were face to face. Initial studies of the amount



A Gbps ATM Desk Area Network

Zubin D. Dittia, Jerome R. Cox, Jr., Guru M. Parulkar

The emergence of very high speed networks has
opened up a plethora of possibilities for new
and exciting distributed applications. But even
as the first gigabit networks make their
appearance, it is becoming increasingly evident
that merely raising raw network bandwidth
does not translate to improved performance {or
end-applications. The bottleneck is easily
identified to lie within the end-host (i.e., the
workstations or servers that run the
end-applications). Within the end-host, a
number of problem areas can be identified that
contribute to the bottleneck, not the least of
which is a lack of integration between the
hardware architecture (particularly that of the
host-network interface), the operating system,
and network communication protocols.

The current state-of-the-art in workstation
architectures typically includes: support for
multiple processors; a main system bus that
interfaces to the processors and main memory,
and provides support for snooping based cache
coherency protocols; a main memory that is
organized as a single DRAM bank; and an 1/0
bus to which most of the 1/0 devices, including
the network interface, are connected. This type
of architecture is not well suited to the class of
multimedia applications — the primary
limitations arise from the bottlenecks imposed
by the two buses?, and from the fact that the
effective memory bandwidth is usually no more
than 500 Mbps. To compound the problem,
protocol stack implementations in existing
operating systems require data to be copied
multiple times (once from the network interface
to kernel space, and then from kernel space to
the application’s address space). Each such
copy step increases the number of times the
data has to traverse the system bus, and also

“The effective bandwidth of the fastest buses in use
is no longer much higher than the link bandwidth of
Gpbs neworks. - With multiple bus traversals, the avail-
able bandwdith is typically much fower than the network

bandwidth.

increases the number of times memory is
accessed. Furthermore, an application may
need Lo access the data. possibly more than
once, in order Lo perform some computation on
Lhe data. or just to copy il on a disk. Add Lo
this the fact that amltiple processors working
on multiple media stremuns have to<taree Che
same bus, and it bhecomes apparent why many
of the interfaces designed to support high speed
networks fail to deliver even a small fraction of
the network bandwidth to end applications.
Clearly, there is a need to revise the host
communication architecture and 1/0 subsystem,
if we are to be able to meet the demands
imposed by our choice of target applications.

Thus, solving problems inherent in the software
architecture or protocols would not help in
overcoming limitations imposed by the peak
system memorv and bus bandwidths. By
rethinking the host 1/0 subsystem, and moving
processing power closer to network 1/0, it is
possible to bypass the main systein memory
and bus altogether. This approacl is especially
well-suited for continuous media data (e.g..
video, audio, etc.), where the processing is
usually of a very specialized nature {(e.g., signal
processing, compression. encryption. etc.) and
needs to be carried out in real-time. For most
other types of data, and in particular for
discrete media dala, il is still important to
provide for a high speed pathway to the main
system memory.

We describe the design of a gigabit ATM desk
area network which will serve as an 1/0
subsystem and is targeted toward high
performance multimedia workstations and
servers. A prototype of this interconnect, which
will allow for a sustained data iraosfer rate of
(22 Mbps simultancously in botl directions
(into and ont from any (/o deviee ar 1he
network), will be built as part ot o bigaer
project {unded by ARPA) involving the setup of
a gigabit local atm testhed at Washinaton
University, and the demonstration ol some
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Figure 13: A Gbps ATM Desk Area Network

example applications.

Proposed Architecture. A high [evel
schematic of our proposed architecture is shown
in Figure 13. At the heart of this architecture is
a daisy-chained interconnect comprising of a
number of ATM Port Interconnect Controller
(ap1c) chips. Individual chips interface either
directly to the main system bus, or through a
dual ported memory (in this paper, we shall
concentrate only on dual ported memories that
are implemented as VRAMS) to an 1/0 device
One of the APIC chips on the interconnect is
connected to the external ATM network through
a link interface. atm cells arriving from the
network pass from one APIC to another until
they reach an aPIC chip that is directly
connected to the destination device (or to the
system bus). Similarly, data originating from a
source device is passed as an ATM cell stream
from the APIC directly connected to that
device, down the APIC interconnect towards the
link interface, and finally out to the network. It
is also possible for two local devices to
communicate over the APIC interconnect,
without cells ever having to leave the desk area.
Thus, for example, a video cell stream
originating at a camera could traverse the
interconnect in order to reach the local display

device. The aPIC which directly interfaces to
the system bus can be used for traffic
originating from, or destined for, the system’s
main memory. All ather traffie movemen
happens only over the aric inerconnect. Livus
sparing the main svstem bus of this burden. In
our prototype implementation. each avic will
interface to another APIC over two 622 Mbps
links (one is used for incoming traflic. and the
other for outgoing traffic). The link 1o the atm
network switch port also operates at 622 Mbps.
Thus, our prototype interface will be capable ol
supporting an aggregate sustained bidirectional
data rate in excess of a gigabit per second.

It is easy to see that the APIC interconnect
bears a strong resemblance to the traditional
notion of an 1/0 bus. There are several
advantages to using 1/0 buses in addition to
CPU-memory buses: 1/0 buses can be long, can
have many types of devices connected to them,
and normally follow a bus standard. In
contrast, CPU-memory buses are short, cater to
very few different types of devices, can change
frequently to track changes in technologv, and
are designed to optimize the performance of the
cPu, cache, and memory. [t is tusteuctive 1o
contrast our approach with the 1/6 bus
approach with a view to gathering an
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understanding about why the APIC interconnect
can outperform 1/0 buses in most cases:

e While most of the early 1/0 buses were
asynchronous, many of the new high
performance 1/0 buses are of the
synchronous variety (examples include
Intel’s PCI bus, Sun’s sbus, and variants
such as the Apple Ring). The ariC
interconnect is asynchronous (at the cell
level). This allows for high performance
and at the same time, the interconnect can
span a greater area (i.e., it can be longer).
Furthermore, it is easier to support devices
of widely varying characteristics if the 1/0
interconnect is asynchronous.

e Almost all existing i/0 buses are
circuit-switched. In contrast, the APIC
interconnect is packet switched. Packet
switching has been gaining popularity in
interconnects used within hosts (e.g.,
Mbus); however, its use has predominantly
been confined to the processor-memory
interconnect, where it allows for a greater
effective bandwidth through the use of split
transactions. The primary advantage of
using packet switching in our design stems
from the fact that we utilize the same
packets on the APIC interconnect as those
used in the external network. In effect, we
are “extending” the external network into
the end-host. This allows for devices to be
able to stream ATM cells out into the
network (or vice-versa} with minimal
latency and very little extra hardware.

e An1/0 bus is a bus, and therefore it
suffers from all the usual drawbacks
associated with bus-based architectures; in
particular, buses usually scale poorly (to
large numbers of devices), they cannot be
very long without also becoming
unacceptably slow, and only one device can
be using the bus at any point of time. Our
daisy-chained interconnect topology does
not suffer from any of these drawbacks.

Richer ATM Interconnects. An
architecture in which a generalized packet

switched interconnect is used to connect
processors, memories. and devices has widely
come to be known as a “desk arca network”
(DAN). The concept of a naAN was lirst
introduced by researchers at Lhe University of
Cambridge in England. We believe that desk
area networks hold promise for the future of
computer architecture. Clearly, the ariC
interconnect architecture itself falls into the
class ol paN-based architectures. I[ we
generalize the APIC so that it becomes a
full-fledged ATM switch that can interface
simultaneously over different switch porls to a
number of devices (including criis and memory
modules), then we arrive al a more futuristic
DAN-based architecture. While a system based
on a such an architecture would likely deliver

higher performance than an aric based
architecture, it does nar come withont some
drawbacks, atl least in the shore teci. Amoog

these are hardware costs - APIC solution
comes out ahead both in terms of the number
of chips that would need to be designed, as well
as in the number of chips that would actually
be used in an implementation of comparable
size. Furthermore, the APIC scheme provides an
incremental cost solution: only as many aPICs
need to be used as there are devices in the host.
The APIC interconnect can also span long
distances by using optical fiber for connecting
widely separated AP1C chips.

A more detailed description of the internal
design of the APIC chip as well as a description
of the APIC’s interface to the processor-memory
bus and its interaction with the operating
system and network protocols are presented

in {15, 16). In these papers, we have shown that
it is possible to achieve a zero copy interface to
the system’s main memory through the use of
the APIC and by utilizing page-remapping
techniques within the operating system.
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Design of a Large Scale Multimedia Storage Server

Milind M. Buddhikot, Guru M. Parulkar, Jerome R. Cox. Jr.

Large scale multimedia storage servers will be
essential for future applications such as
multimedia mail, orchestrated presentations,
high quality on-demand audio and video,
collaborative multimedia document editing,
browsing remote multimedia archives and
virtual reality environments. The primary
requirements of such large scale servers are: 1)
support potentially thousands of concurrent
customers all accessing the same or different
data 2) support large capacity (in excess of
terabytes) storage of various types 3} deliver
storage and network throughput in excess of a
few Gbps, 4) provide deterministic or statistical
QOs guarantees in the form of bandwidth and
latency bounds, and 3) support a full spectrum
of interactive stream playout control operations
such as fast forward (ff), rewind (rw), slow
play, slow rewind, frame advance, pause,
stop-and-return and stop. In addition to these
requirements, a multimedia server may have to
provide a lot of compute power to support near
real-time media processing.

The existing network based storage servers
suffer from serious network and storage 1/0
bottlenecks and will not be able to meet the
aforementioned requirements. Therefore,
designing large scale high performance servers
is a challenging task that requires significant
architectural innovation. To this end, we have
undertaken a project called the
Massively-parallel And Real-time Storage
(MARS) architecture. It consists of a set of
independent storage nodes that are connected
together by a fast packet based interconnect.
The terms “massively-parallel” and “real-time”
signify that the system allows real-time
retrieval of data streams from a large storage
system in a parallel fashion. The interconnect
can be a packet switched bus, a ring or even a
general purpose multicast switch. Each storage
node provides one or more of the resource
management functions such as fite system
support, scheduling support, compute support

and admission control.

Our work also uses =ome of the well known
techniques in parallel 1/0 such as data striping
and Redundant Arvayvs of lnexpensive Disks
(RAID) and innovative data striping andd
real-time scheduling 1o allow a large nnmber ol
guaranteed concurrent accesses and use
separation of metadata [rom real data to
achieve a direct fow ol the media streams
hetween the storage deviees and the wetwork,

Note that we are interested in supporting an
environment that allows media retrieval as well
as edits. However. the solutions currently being
studied are aimed at a retrieval environment.
We believe that the issue of media edits is tied
to the data layout schemes and is orthogonal to
the hardware architecture. Therefore, we plan
to extend the data layout and the associated
scheduling schemes to support a read-write
environment.

Figure 1.1 shows a prototype architecture of a
MARS server. It eonsists of two basic building
blocks: the ATM Port [ntcrconncet Controller
(ar1C) based interconnect and the storage
node. Qur ATy interconnect is made out ol an
AsiC called aric (ATN Puort Intercounedt
Controller). that is currently being developed
as a part of an ARPA sponsored gigabit local
area ATM testhed. The aric chip is the basic
building block for a high bandwidih
networked-1/0 subsystcn, that provides a direct
interface to the network for the host
(workstatious as well as servers) and a variety
of 1/0 devices. The details on the interconnect
and chip internals can be found in [15]. The
central manager shown in Figure L1 acts as a
resource manager responsible for managing the
storage nodes and the APICs in the ATM
interconnect. For every media document, it
decides how to distribute the data over the
storage nomles el imanawe- the assoted
metadata mlormation Horeeetves the

cottection tequest~ fon the rernote elicnts andd
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Figure 14: MARS Server: A Prototype Architec-
ture

based on the availability of resources and Qos
required, admits or rejects the requests. For
every active connection, it also schedules the
data read/write from the storage nodes by
exchanging appropriate control information
with the storage nodes. Note that the central
manager only sets up the data flow to and (rom
the storage devices and/or the network and
does not participate in actual data movement.
This ensures high bandwidth path between the
storage and the network.

Storage Node. The architecture of the
storage node described here assumes the
storage in the form of a RA1D, however it can be
ecasily extended to accommodate other forms of
storage such as a set of independent high
capacity optical and magnetic disks. A RAID
storage node is illustrated in Figure 15. The
disk array at the node is constructed out of a
set of Small Computer System Interconnect
(scsi) strings, with a fixed number of disks per
string. The multiple scsi1 strings are controlled
by an array controller, which interfaces to the
APIC through a dual ported memory, such as a
video RAM (VRAM).

As shown in Figure 15, in a read-only
environment, the array controller
asynchronously writes the data in the VRAM
and the APIC consumes it to transfer it to the
network. The vRAM is sharved by the buffers for
periodic streams, buffers for non-real time
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Figure 15: Storage node architecture

tasks, request buffers, and positional metadata
bulters.

The array controller is responsible fnr managing
the local storage and providing one or more of
the resource management functions ontdined
earlier. It maintains small staging huffors
similar Lo Lhe vnes maintained o the viias. lu
order to minimize accesses to the metadata
queues in the virRaM, the array controller
maintains a metadata cache. The control block,
the heart of the array controller, is a finite state
machine or an embedded processor that
executes the scsi protocol for disk read /writes
and controls the staging buffer and metadata
caches.

Work in Progress. Our ongoing work
includes design and implementation of the disk
array controller to work with APIC interconnect
and development of multilevel real-time
scheduling, data lavout and admission control
algorithms Lo guarantee QOS requirenients 1o
farge number of clicuts.



Distributed Layout, Scheduling and Playout Control
in a Multimedia Storage Server

Milind M. Buddhikot, Guru M. Parulkar, Jerome R. Cox, Jr.

In the previous section we briefly described our
prototype architecture of a multimedia storage
server that transparently connects storage
devices to the external network. The data
layout, scheduling schemes and implementation
of playout control operations, have implications
on the extent to which this architecture can
meet various requirements outlined eatiier.
Here, we will present some of the possible data
layouts and scheduling schemes that efficiently
support full spectrum of playout control
operations and highlight the interaction
between them.

Data Layout and Scheduling. The periodic
nature of multimedia data is well suited to
spatial distribution or striping. For example, a
logical unit for video can be a single frame or a
coliection of frames. Each such logical unit or
the parts of it can be physically distributed on
different storage devices and accessed in
parallel. In our architecture, we use this
property of multimedia data to stripe it in a
hierarchical fashion. We outline only one of the
many possible data layout schemes that satisfy
real-time playout requirements and allow a
large number of concurrent accesses to the same
or different data in a retrieval environment. It
must be noted that the architecture, data
layout, data compression, and scheduling
interact very strongly, a detailed discussion of
which can be found in {4].

Consider an example system, shown in

Figure 16 (a), with five storage nodes numbered
0 to 4 from left to right. The frames

fo, f1s f2, fa, f4 are assigned to nodes

Do, D1, D3, D3, Dy respectively. The frame f5 is
again assigned to node Dy, thus following a
frame layout topology that looks like a ring.
Given that there are D storage nodes, this
Distributed Cyclic Layout (DCL) has the
property that at any given node, the time
separation between the successive frames of the

stream is D x luler-frame time. Thus, the
effective period of cach stream scen by a
storage node is D times longer, which facilitates
prefetching of data Lo mask the high rotational
and seek latencies of the magnetic disk storage.
Note that the granularity of data striping over
the storage nodes can be in units of multiple
frames called a chunk [4]. Also. depending on
the nature of the storage at the node, the
frames assigned to it can be stored in multiple
ways. For example. in the case ol a raip. the
blocks of a frame can be further striped un the
disks of the RAID.

Next, we will present a simple scheme for
scheduling data retrieval from storage nodes
when clients are assumed to be bufferless. In
this scheme, shown in Figure 16(b), each
storage node maintains C, buffers, one for each
active connection. In a retrieval environment,
the data read from the disks at the storage node
is placed in these buffers and read by the aPIC.
At the time of connection admission, every
stream experiences a playout delay required to
fill the corresponding buffer, after which the
data are guaranteed to be periodically read and
transmitted as per a global schedule.

The global schedule consists of periodic cycles
of time length 7,. Each cycle cousists of three
phases: data transmit, handover and data
pre-fetch. During the data transmit phase
(Try), the APIC corresponding to a storage
node reads the ', bulfers and rransmits them
over the interconnect Lo the network. Ouce this
phase is over, the aPIC sends control
information (a control cell) to the downstrean
APIC so that it can start it’s data transmit
phase. The last phase in the cycie, namely the
data pre-fetch phasc (1,,5) is used by the storage
node to pre-fetch data for each connection that
will be transmitted in the next cycle.

As explained in {3]. with the number of storage
nodes D=15 and a simple disk arrav capable of
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(b) Simple scheduling scheme

Figure 16: An example layout and scheduling scheme

delivering sustained 5 MBps throughput at
each node, as many as 110 standard MPEG
streams or 27 HDTV compressed streams can be
supported. It must be emphasized here that
our scheme allows all the clients to concurrently
and independently access the same stream or
different streams.

Playout Control. Future on-demand
multimedia applications will require
interactivity in the form of stream playout
control that allows user to do fast forward,
rewind, slow play, slow rewind, frame advance,
pause, and stop-and-relurn on a media stream.
Unlike the linear access supported by
present-day video cassettes, a user may access
the media streams in a random fashion (as
permitted by existing cD-ROMS and laser
disks). However, such playout control
operations have strong implications on the data
layout and scheduling in the server. Due to
space constraints, here we will focus on ff and
rw operations. In our work, we implement these
operations using a Sequence Variation (SV)
scheme. A SV scheme keeps the display rate
same as for normal playout but modifies the
sequence of frames displayed to achieve a
perception of fast forward or rewind.

The simple data layout and scheduling scheme
described above works for normal stream
playout but not for ff and rw. Counsider an

example system with four connections and six
(D = 6) storage nodes. Assume that the fast
forward is implemented by skipping alternate
frames. Figure 17 illustrates two consecutive
(" and (i + 1)) scheduling cveles in this
system. Assume that in the (/ + 1" cvele
connection Cy starts doing [ast forward whereas
rest of the connection are still performing
normal playout. Thus, for connection Cfy, upon
Jfthe frame sequence for normal playvoul is
{0,1,2,3,4.5,.. .} is altered to 10
{0,2,4,6,8,10,...}. This implies that in this
example, the odd-numbered nodes are never
visited for frame retrieval during ff. Also, as the
display rate is constant, node 2 for example,
must retrieve and transmit data in a time
position which is otherwise allocated to node 1
in normal playout. Thus, there are two main
problems: first, the stream control alters the
sequence of node-visits from the normal linear
(modulo D) sequence. In other words, the
transmission order is no longer the same for all
connections when some of them are doing fast
forward or rewind. Therefore, the transmission
of all connections can no longer be grouped into
a single transmission phase. Secondly, it forces
some nodes to retrieve and transmit more
often, creating “hot-spots” and, in turn,
requiring bandwidth to be reserved at each
node to deal with the overloads. Such
additional bandwidth reservation will lead to
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Figure 18: General case of M out of C', connec-
tions doing fast forward

conservative admission control and poor
utilization. If no such bandwidth reservation is
made, QOS may be violated du ring overloads.

The first step in fixing these problems is to
decide the order of transmissious for different
nodes on a per-connection basis. Figure 18
illustrates this when M out of C, active
connections are performing fast forward, Al a
typical node i the transmission occurs in
multiple phases, one of which is for connections
performing normal playout and rest are for
connections performing last forward. These
phases cannot be combined into a single phase
as the transmission order of all the Af
connections performing fast forward is not
identical. The sequence of frames appearing on
the wire consists of two sequences: a sequence
of frames transmitted from an ariC lollowed by
frames transmitted from possibly all apics for
connections performing last lorward. 14 must
however be noted that al any time, only one
APIC transmits frames for a connection. The

)

side eflect of this revised schedule is that now
the pre-fetch and the transmission phases for a
storage node overlap. In presence of a large
number of connections doing fast forward and
rewind, this overlap makes it diflicult to
guarantee that data Lo be Lransmitted has been
pre-fetched into the bilfers. Hlenee, to achiove o
smootl transition [rom normal plavout 1o last.
forward, we provide two ping pong bullers por
connection: one buller used 1o stare the data
being pre-fetched and the other used Lo
transmit the previoosly pro-fetehod dara, This
eltectively decouples rismisston s
pre-fetching and allows (ransmission order to be
modilied on a per cvcle basis,

As can be seen in the above example. the load
cistribution s still nubalaneod. Toad balanee is
ensured if we can guarantee that, cach storage
node letehes and transmits a fixed nember of
[rames per connection in each pre-letch and
transmission cycle irrespective of whether a
connection is performing normal playout or
other playout control operations. This is
achieved by either constraining the data lavout
or modifying the data layout. We have proved
that if number of storage nodes D and the fast
forward distance d are relatively prime, then
the node set Tor Tast forwarded Drnines is
balanced. We have also <hown how onr data
layout schemes can compensate Tor the
load-imbalance inlicrent in Jistributing frames
for an MPEG stream. Also. onr dvnamic
evcle-by-cyele scheduling, allows the vBr
characteristios of such <treams 1o bhe exploited,
The details regarding this can be Tound in [4].

Work in Progress. |n our ongoing work, we
are developing and analvzing the distributed.
multilevel real-time scheduling, data lavout and
admission control algorithms Lo guarantee QoS
Lo a large number of clients during normal
playout as well as a full spectrum of playout
control operalions. Several issues such as design
and evaluation of node-specilic storage policies,
implementation schemes for distributed
scheduling, metadata design and disteibution
will be examined.



QoS Support for Multimedia Applications within the

Endsystems

R. Gopalakrishnan, Guru Parulkar

Emerging broadband networks can cater to the
needs of a variety of media, both continuous
(such as video) as well as discrete (data}.
Likewise, modern high performance
workstations can store and process continuous
media (CM), and can send and receive cM data
over the network in the same way as discrete
data. These two technologies have provided the
impetus for the development of a variety of
distributed multimedia applications.

An important aspect of multimedia applications
is that they require quality-of-service (QoS)
guarantees from the endsystems (for
processing) as well as from the network (for
communication). Much research has been
conducted on how to provide QoS guarantees in
networks. To keep up with increasing
transmission rates, it is necessary that the host
must possess sufficient processing capacity and
internal datapath bandwidth. In addition to
this, the network subsystem and the hLost
operating system (0S) must ensure that this
aggregate capacity is shared among the
application processes according to their
individual QoS requirements. There are four
issues that must be considered to provide QoS
guarantees for protocol processing. These are:

QoS Specification. This involves developing
mechanisms to specify QoS requirements for a
large variety of application types. Since it is
not possible to foresee all possible requirement
types while designing the networking software.
it is necessary to identify a few application
classes that can capture the needs of most
applications. Within each class, it is necessary
to identify parameters to specify QoS
requirements.

QoS Mapping. The QoS specifications are at
the application level. Since several resources
(such as cPu, memory, and network
connections) are involved in communication,
the specifications must be mapped to resource
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require ments, For example, QoS parameters
(such as bandwidth) liave Lo be derived lor the
network connection. like wise, the amount of
processing required must be determined so that
the cPU capacity can be allocated to ensure
that protocol data units (PDUs) are processed
at the desired rate.

QoS Enforcement. Enforcement has to do with
scheduling shared resources during data transfer
to satisfy the requirements of each connection.
These requirements are dervived by the tapping
operation. We are mainly concerned with
efficient ¢PU scheduling mechanisms to reduce
context switching, and to integrate these
scheduling mechanisms into protocol code.

Protocol Implementation. The solutions for
QoS specification. mapping and enforcement
have to be integrated into protocol
implementations. We have adopted an
application level protocol implementation
model. In this model, protocols are part of cach
application process instead of heing
implemented within the os. Since the process is
the basic unit of resource management within
the endsystem, we can associate a certain
amount of resource capacity with each process
as dictated by its QoS requirements. Then,
existing resource management mechanisins can
be used to enforce these allocations. Having
chosen the protocol implementation modlel. we
must develop cfficient mechanisims to reduce the
overhead associated with data novement ol
context-switching since they domi- nate
protocol processing costs.

Overview of Sclutions. Figure 19 shows the
QoS specification and mapping operations.
These two operations are performed during
connection setup, and determine the
performance during the data transfer phase.
For each connection, the application specilies
values for QoS parameters. The parameters and
their interpretation depend on the class of the
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Figure 19: QoS Specification and Mapping Framework

data stream and are described in [25]. Given
the specification, the mapping operation
determines requirements for resources. In
Figure 19, the mapping operation derives the
processing requirements for a connection as
follows. Each connection is associated with a
tliread. The thread represents the processor
resource since it does all the processing of PDUs
over its connection. For bandwidth critical
applications, we reserve processor capacity by
associating a time period with each thread and
scheduling it to run for some amount of time in
each period. This guarantees that in each
period the thread processes a certain number of
pDUs. The choice of thread period and the
number of PDUs to be processed in each period
are derived based on QoS parameter values,
and measured parameters such as the time to
process a PDU of a given size. The os is then
requested to create the thread and bind it to
the protocol code. Similarly, the mapping
operation derives the bandwidth required for
the network connection and specifies it to the
network in terms of the connection attributes.

The QoS enforcement and protocol processing
operations come into play during the data
transfer phase. This is shown in Figure 20
which depicts the organization of the host
communication subsystem. [t shows two
schedulable resources in the endsystem that are
involved in supporting a connection: the
network interface adaptor that sends and
receives frames, and the thread that processes
the protocol data units(Pbus) contained in
these frames.

The epus arc exchanged on connections
supported bv the underlving atm network. For
the sake of understanding, we have shown
connections as half-duplex. The adaptor takes
outgoing PDUs enquencd for cach connection,
segments it into cells and sends these cells at
the rate determined by the connection
bandwidth. This action is referred Lo as pacing,.
Likewise, the adaptor reassembles incoming
frames on each counection into Pous and places
them in-the host memory to be processed by
the application process,
controlled by its device driver. The driver maps
memory pages containing network data between
the process address space and per connection
queues. The driver also sets up the adaptor to
dma data for each connection from (or to} its
queues in host memory. Physical copying is
avoided whenever possible.

the adaptor is

The CPU resource is shown with a single
application process that has periodic threads
that do protocol and application level
processing. The application thread does
operations such as presentation layer [unctions
and other functions that could depend on the
nature of the data stream. QoS enforcement is
mainly concerned with schieduling thireiuds for
all the connections so that they obtain their
required share of the cre in each perind. ['his
is the same as ensuring that all vhreads mieel
their deadlines. We have developed a
scheduling mechanism that is especially suitable
for scheduting protocol processing threads
elliciently.

The cpu and the adaplor execute concurrently.



The PDUs processed by a thread in each period
are paced out by the adaptor within one period
so that they leave the host before the next
batch of PDUs are enqueued. The rate at which
cells are paced out is determined by the
mapping operation and the connection
bandwidth is determined accordingly.

In current state-of-the-art implementations, the
networking subsystem is implemented in the
kernel and is accessed by user processes
through a high level ipc interface (such as
sockets). This model is referred to as the kernel
resident protocol model. In this model, the
kernel maintains state for all protocol sessions
in protocol control blocks (PCBs). It schedules
protocol operations, handles network events
and moves data across protection domains for
all sessions.

With the emergence of connection oriented
networks such as ATM, it is possible to move
network data directly to/ from the process
space based on the connection identifier and so
there is no need for the kernel to demultiplex
data based on transport header fields. This
allows protocol processing to be performed in
the user process itself and so the protocol code
can be part of the user program. This model is
referred to as application level protocol (ALP)
model. In this model, protocol code maintains
the PcBs only for the sessions involving the
process. [t also handles protocol events such as
packet arrivals and time-outs for these sessions.
Therefore the user-kernel boundary is now at
the network interface driver level rather than at
the ipc level.

The advantages of the ALP model is that there
is no central agent (such as the kernel} that
handles all protocol activity. Besides it has the
flexibility that comes with user level
implementations. However, the main
implication of the ALP model is that it leverages
the existing resource management paradigm
that treats the process as a unit for accounting
and resource allocation, to solve the problem of
providing QoS guarantees. Accordingly, the ALP
model locates protocol processing within each
process (or thread). By controlling the resource

allocation to each thread, we can control the
QoS offered to each protocol session. This
approach cleanly separates the two concerns of
implementing the protocol specific code, and
managing resources on a per connection basis in
accordance with the QoS requirements of each
connection. The latter is automatically taken
care of by the os. This allows the protocol
implementor to be unaffected by the platform
specific resource management details.

While the ALP model seems attractive for the
above reasons, attention must be paid to
implementation details so that it is as efficient
as state-of-the-art kernel implementations. Ior
example, a naive ALP implementation leads to
increase in data movement and context
switching, which would compromise the
performance and thus applications’ ability to
use high bandwidth networks. We have
designed appropriate implementation
techniques for aLp which would ensure that the
ALP can achieve at least as good performance as
existing implementations, while also providing
QoS guarantees. For details see [25, 20]
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mentation Model
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Designing Robust Protocols using Counter Flushing

G. Varghese

A protocol is self-stabilizing if when started
from an arbitrary global state it exhibits
“correct” behavior after finite time. Typical
protocols are designed to cope with a specified
set of failure modes like packet loss and link
failures. A self-stabilizing protocol copes with a
set of failures that subsumes most previous
categories, and is robust against transient
errors. Transient errors include memory
corruption, as well as malfunctioning devices
that send out incorrect packets. Transient
errors do occur in real networks and cause
systems to fail unpredictably. Thus stabilizing
protocols are attractive because they offer
increased robustness as well as potential
simplicity. Self-stabilizing algorithms can be
simpler because they use uniform mechanisms
to deal with many different kinds of failures.

In 1993, we have worked on inventing and
refining a powerful new technique, called
counter flushing that can be used to make
protocols self-stabilizing. We have a leader®
that wishes to broadcast a sequence of messages
to every node in the network. Correct
executions of the protocol can be partitioned
into an infinite number of cycles: in each cycle
the leader sends a message exactly once to all
network nodes. Cycle n begins after cycle n — 1
ends. We present a brief overview below. More
details can be found in [61].

Token Passing on Rings

Our first example may be a reasonable
alternative to the FDDI and IBM Token Ring
protocols Usually the relevant state of each
node is a boolean flag that indicates whether
the node has the token. When a node finishes
sending data, it clears this flag and sends a
token packet to its downstream neighbot.
However, in a stabilizing setting, the token
protocol can deadlock (if a token is ever lost)
and can livelock (if two more more tokens are

5Gelf-stabilizing protocols that calculate a leader in
time proportional to the network diameter are known

an

present). To make a token ring protocol

stabilizing. we angment the state of cacl node ¢
\\’“'h a counter o we ?\‘.‘-'-ﬂ }]flfl an extra counter
field Lo each token packet. A counter is stply

an (perhaps 32-bit) integer.

In Figure 21 the lower left land corner
(configuration D) deseribes o goml elobal state
ol our protocol. Tlere are jour notdes which we
call North, East. South and West aud all
packets travel clockwise around the ring. North
i the leader. Lach node other than North has a
counter valne of 8 and there is o token carrving
the value % in trausit from West 10 North.

Each node petiodically retransmits its counter
value in a token packet downstream. Thus mere
receipt of a token packet is not enough for a
node to assume it has the token. Instead when
any node i receives a token from its upstreatn
neighbor, node i does the following. If ¢ is not
tie leader and the counter value in the token
(say ¢) is different from the counter stored at
node i {i.e.. ¢;). then node 7 assumes it has
received a osalid ok and sels ¢, equal b ¢ il
¢ = ¢; and i is not the leader. rignores the
received token. If i is the leader, however, a
different rule is used: if the counter ¢ in the
token is equal to the leader’s local counter, then
the leader assumes it has received a valid Loken,
and increments its counter value mod 2% if

¢ # ¢;, then the leader ignores the received
token.

Cousider legal configuration D of [igure 21. In
this state all token packets on links have a
counter value 8, and the counter values at all
nodes except North is also 8. The counter value
at North is 9 # 8. In that case, we say that
Nocth has the token. Eventually North will
transmit a token packet containing 9. When
this packet reaches Last, East sets its counter
value to 9. This process continues with the
roken moving clockwise until West receives the
token and transmits it to North. North chooses
a new vidue (10Y and the eyele coutinnes,
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Figure 21: Progress to Stabilization in a Token Ring with Counters. Starting with an acrbitrary

state (A) we reach a state in which the leader has

a fresh value (B). The fresh value (i.e.. 8) moves

round the ring (C) until we reach a legal state (D)

In legal states the ring can be partitioned into
two bands. The first band starts with the
leader and continues up to (but not including)
the first counter value (either in a token packet
or at a node) whose counter value is different
from that of North. The remainder of the ring
(including links and nodes) is a second band
containing a counter value different from North.
The valid token is at the boundary between the
two bands.

The protocol stabilizes to legal states regardless
of initial values of node and packet counters.
Assume that ¢maez, the number of distinct
counter values stored in nodes and links in the
initial state, is less than the counter size Max
(e.g., 2%). For example, with a 1000 node ring
transmitting at 100 Mbp/s and assuming 10
mile links, ¢maz = 31,000. The stabilization
argument is illustrated in Figure 21. Informally:

o In any execution, North will
eventually increment its counter.
Suppose not. Then North’s value will move
around the ring until North gets a token
with a counter value equal to its own.

e In any execution, North will reach a
“fresh” counter value not equal to the
counter values of any other process.
(see Figure 21, configuration B). In the

initial state there are at Most Cmyz distinct
counter values. Thus there is some counter
value say m not present in the initial state.
Since North keeps incrementing its
counter, North will eventually reach m; in
the interim no other process can sct their
counter value to m since only North
“produces” new counter values.

e Any state in which North has a fresh
counter value m is eventually
followed by a state in which all
processes have counter value m. (sc¢
Figure 21. configurations C,D}). 1he valne
m moves clockwise around the ring
“flushing” any other counter values, while
North remains at m.

Define a rotation time equal to 2N time units
(i-e., the time it takes for a packet to travel
around the ring with a unit delay at each node
and link.) The worst-case stabilization time of
this protocol is equal to 2 rotation times. Here
is the intuition.

Consider an execution with initial state s; and
some state s that occurs 1 rotation time later.
Let the counter value of the leader in s; and sy
be ¢{i) and c(f) respectively. In one rotation
time, there is enough time for information from
the leader to “flow” through the entire ring.



Thus all node counters in state sy must have
been “produced” by the leader since the
execution began. Mote formally, in s, all
counter values are in the range (¢(¢)...c{/)]. If
c(f) is fresh, we are done (see stabilization
argument) 1 rotation time later. Otherwise, the
next leader increment will cause a fresh value
because ¢(f) + 1 & {e(i)...c(f)]. (This is
guaranteed since Cmaz < M az). But the next
increment will happen after at most one ring
rotation time.®

Existing token passing protocols recover from
lost tokens using global timers that are
refreshed whenever a token is seen. In the {BM
token ring the monitor (i.e., leader) uses a
timer that is set to the longest possible delay it
can take for a token to traverse the ring. When
this timer expires, the monitor reinitializes the
ring. Thus the recovery time of the IBM token
ring protocol is proportional to the worst-case
delay around the ring. The recovery time of our
protocol is is proportional to the actual delay
around the ring, which can be an order of
magnitude faster. Self-stabilization also takes
care of initialization. In practice, we would
choose Cmaz = 257 as an architectural constaut
that should suffice for the largest size ring.

Actual token protocols are complicated by a
requirement that each node in the ring only
stores 1 bit of an incoming message or token
before forwarding it on. If every node were to
store a complete token or message before
forwarding it, this would enormously increase
the latency around the ring. To apply counter
flushing to a real ring, we propose adding an
extra delay to only the mouitor node. This
delay is sufficient to receive an entire counter;
the delay allows the mouitor to check if a
received counter is equal to the monitor’s
counter and possibly increment the counter. All
the other operations for counter flushing at
other nodes can be implemented with 1-bit
delays; details will be described in a future
paper. Note that adding (say) a 32-bit delay to

6 his seems to imply that it takes 3 rotation tines lor
this case; however, a more carelul accounting shows that
2 rotation times suffice.

only the monitor node will not signilicantly
affect the performance of the protocol.

Our protocol is a messiage passing version ol q
shared memory protocol due 1o Dijkstra. While
our work is a signilicant extension ol Dijkstra’s
work even for token passing, our major
contribution is abstracting the mechanism and
applying it to many other important examples,
as we show below,

More Applications

Consider a pair of neighbors connected by a
pair of unidirectional links. This topology can
be considered to be a two node ring. Both
Request-Response and Data Link protocols can
be simulated using mkonlp;msing on a two node
ring.

For a general graph with a leader. we can easily
construct a spatning tree and u=e this 10
construct a eirfual ring. N virtnal ving
spans all links is a cvelic path that starts and
euds at the leader and in which cach link i»
visited at least oneo. Virtunal rings can he nsed
AMore
interestingly, a virtual ving can be used lor
deadlock detection.

for token passing in a general graph.

Next, in Propagation of Information with
Feedback (PIF), the leader wishes to broadcast
a sequence of data items Lo all nodes in a tree;
only after the i-th item is hroadcasted to all
nodes is the i + 1-st value broadcasted. The
tree is rooted at node r. Without stabilization,
it is easy to solve this problem. The root sends
a token packet with a uew dataitem to all L=
children: other nodes accept new vatues only
[rom their parents. upon which they soend the
value to their chitdren. When a leal node gets a
new data item, it acks its parent. Nodes other
than the root send an ack up to their parents.
when they have received acks from all children,
When the root receives an ack Trow all ldren.
the root starls a new broadeast cyde.

To make the protocol stabilizing. we add a
counter to the state of each node and to each
packel. When the root starts a new hroadeast

cycle, it chiooses a new counter and sends the

ah



new counter along with the new data item to
its children. A non-root node ¢ accepts a data
item from its parent only when the data item is
tagged with a different counter value from i's
stored counter. A node ¢ accepts an ack only
when the counter in the ack is the same as i’s
stored value. Each node periodically
retransmits its most recent data item and the
associated counter value to its children, and
also retransmits acks. This can be used of a
very fault-tolerant topology update protocol.

The technically hardest part of this work is the
extension of of counter flushing to general
graphs. The main difficulty is deciding how to
reply to token packets received on cross finks.
We use this technique to design what is
probably the simplest self-stabilizing protocol
to reset a network protocol to an arbitrary
state. Details can be found in [61].
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Near Optimal Network Design

J. Andrew Fingerhut, Jonathan Turner

In our last progress report, we reported on a
new initiative aimed at developing better
methods to configure cost-effective ATM
networks that deliver good performance to end
users. Qur approach is based on a novel way of
specifying traffic requirements that better
reflects the limited information that network
managers typically have at their disposal.
Using estimates of the maximum traffic
entering and leaving either individual switching
systems or clusters of switching systems, we can
configure networks that never block for traffic
that operates within the bounds imposed by
the estimated traffic. Since our last progress we
have obtained a number of new results relating
to these efforts and have obtained a deeper
understanding of the strengths and limitations
of this approach. In addition, we have obtained
a three year grant from NSF to explore these
questions in more detail.

There is a variety of ways one can formulate the
network design problem. Different formulations
focus attention on different aspects of the
problem, bringing certain features to the fore,
while suppressing others. For ATM network
design, we prefer formulations in which we
design networks that can handle an arbitrary
set of user requests meeting specified
constraints. That is, with respect to network
traffic we take a worst-case point of view. rather
than a probabilistic one. This is motivated by
our observation that in ATM networks, the
diversity of the applications and our limited
understanding of how they will be used makes it
difficult to obtain usable statistical predictors.

The simplest formulation of the problem is as
follows. We are given a complete graph,

G = (V, E), where each vertex represents a
switching system. For each vertex pair (u, v),
we have a value c{u, v) that represents the cost
per unit capacity for installing a link from « to
v. For each vertex u, we are also given a source
capacity, a{u) and a sink capacity, w(u) Thesc
give upper bounds on the total traffic that can

originate or terminate at each vertex. Our
objective is to assign a capacity y(u, v) to every
vertex pair (u,v) that minimizes the cost of the
network (defined as 3, .y ¢(%, v)7(u, v})), while
supporting any traffic configuration permitted
by the source and sink capacities. A set of
capacities that yields a network supporting all
possible traffic patterns is termed a nonblocking
network.

Given this forinulation. one can obtain lower
bounds on Lhe cust of any nonblocking network
for the specified capacities. We have shown
that star networks (that is networks inswhich
all vertices are conuected through a single
central vertex) are no more costly than any tree
networks when the total source and sink
capacities are balanced. We conjecture that a
similar result holds for networks which are not
constrained to a tree topology. In fact,
simulation studies indicate that star networks
achieve costs that are within a few percent of
the lower bound on network cost and for
problem instances based on random
distributions of points in a Euclidean space. we
can show analvtically that the ratio of the star
network cost 1o Lhe lower bound approaches 1
as the number of points gets large.

Qur basic formulation can be extended to
situations in whiclh there is a hieravehy ol
clusters aud cach cluster has its un i svuree andd
sink capaciry. This i= ngeful for madeling
situations in which groups ol switches define
“communitices of interest”™ in which there is o lot
ol local traflic. Lut imited traflic outside the

cluster. We have developad methods o

compute lower bounds on nonblocking network
costs when traffic is specified in this way using
network flow and linear programming
techniques. We have also carried out simulation
studies that show Lhat tree networks whick
follow the cluster hierarchy can produce results
that are close to optimal. We expect that this
can be shown analytically for random problem
instances as well.

)



The fact that tree-structured networks can
provide optimal or near-optimal
cost-performance when traffic is expressed in
terms of hierarchical source and sink capacities
is surprising and very powerful. The simplicity
of tree-structured networks makes them very
attractive from an operational standpoint and
allows immediate extension from point-Lo-point
to multipoint traffic. However, tree-structured
networks also have drawbacks, in that they may
require switching systems with unrealistically
large capacities and make large systems more
vulnerable to failures. Consequently, we are
also studying general networks with more
general routing algorithms. One initial result is
a negative one. We have shown that in general
networks that use shortest available path
routing (that is, new connection requests are
routed using the shortest path available in the
network at the time the request is made), it is
NP-hard simply to determine if the network
can block connection requests. It may still be
possible to design optimal or near-optimal
networks that are nonblocking and use shortest
available path routing, but determining if a
given network blocks is hard.

We have obtained results on approaches that
are intermediate between tree-structured and
shortest-path routing in general networks. Iy
particular, for general networks using fixed
path routing, we have developed algorithms to
dimension links optimally for a given set of
routes. In addition, we have defined a simple
alternate path routing algorithm in which there
is a pair of paths specified for each pair of
endpoints, and have devised an algorithm for
link dimensioning in networks that use this
routing method.

In most of our analyses to date, we have
assumed that the cost of a given amount of
bandwidth between two switches is the product
of a fixed cost per unit bandwidth and the
amount of bandwidth required. This does not
account for the fact that real links come in
fixed bandwidth increments and the cost per
unit bandwidth can vary depending on the
bandwidth capacity of a given link. [t also

ignores the fact that a new connection with
bandwidth B requires that one of the links

joining a pair of switches has 13 wnits of

bandwidth available. We have dovised a
straightforward procedure for converting a
network designed wnder our naive assumptions

to a realistic network design. In particular.
given any network design o whicl te amount
of bandwidth required between adjacent pairs
of swilches Lo achieve nonblocking operalions is
known, we can convert to a design using
discrete link rates and which is nonblocking for
new connectious of rale < B3 lor sutmie lixed 4.
We are now in the process ol analvzing the cost
of the realistic network relative to the original
network. We are also studying our lower bound
methods to determine if they can be extended
to directly model link costs more accuralely,
We note that our results showing that star
networks are optimal among tree networks is at
least partly a consequence of these assumptions
regarding link costs. We plan to explore how
Lhese results cliange wien realistic fink cost
modcls are factored .

Another direction we are currently exploring is
distance-dependent source and sink capacities,
Here. we specify {or cacli switel in the network
both its general source and sink capacities anl
its source and sink capacity with respect 1o
other switches within a given distance bound
(this can be extended to multiple distance
bounds as well). Our lower bound methods can
be extended to traffic requirements expressed in
this way and we have begun to consider
network designs that can produce cost-effective
solutions for random point distributions in the
plane. We believe that in some situations,
models like this may better express the way
traffic is distributed in networks than the
hierarchical clustering models.

More details on this work can be found
in [L7, 18, 19, 20]
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Routing in Broadband Networks

A.S. Maunder and P.S. Min

The purpose of this research is to develop and
analyze routing schemes for multi-rate,
multi-point traffic. Such a form of traffic is
expected to be prevalent in the broadband
networks that support a variety of services
including high speed data, video, and other
multi-media traffic as well as low speed voice
and file transfer applications that are common
in the telephone networks. Three distinct types
of routing schemes, namely Random Alternate
Routing (RAR), Least Loaded Routing (LLR)
and Minimum Cost Routing (MCR), have been
proposed by extending similar routing schemes
that are well known in the circuit-switched
network literature. An important difference to
be noted in the broadband environment,
however, is that the traffic in the broadband
network is bursty and not periodic, and
consequently, the routing policy must take into
consideration of the effects of statistical
multiplexing,.

In the multi-rate environment of broadband
communication, calls with different
transmission rates may experience widely
differing levels of the performance, and it is
important to provide the ability to control the
grade of service for individual call Lypes, as well
as the overall network performance aggregated
across all call types.

Let k be the index corresponding to different
call types supported by the network. For
example, a call type may correspond to voice
traffic that enters the network at a constant and
known bit rate. Another example is compressed
video with a rate of the transmission that is
time variant. Such a call type may be described
in terms of the maximum and the average
transmission rates. In what follows, we use the
term OD pair {1, j] to denote the two nodes i
and j in the network such that a call from OD
pair [i, j] is connected between i and j.

A quintessential measure for the performance of
a network is the rate at which the reward is

1

earned by the network, which is described by

S wkhab( - L)

k()

where,

Lf-}:Bl‘ocking; probability for O pair
(£, j] Tor call type k.

Af’}:l'{a.tn al which eall tvpe & from OD
pair ¢, j] arrives,

w*=Reward of carrying one call of type
% in Lhe network.
The parameters w® and Af, are given as the
constraints in the network, and !.f‘" is
determined by the nature of call assignments
dictated by the routing policy denoted as Ii.
We write such a dependency specifically, and
Lf‘j becomes,

L:‘J = g(R, "Yv {/\fj}[‘.’]"(‘)‘

X is the set of feasible states in the network.
We describe the meaning of X shortly.

We adopt the popular notion of the states i
the network such that state r illustrates the
level of occupancy in the network. \e deline
the set of feasible states X as the Cartesian
product of the feasible states on ail links in the
network. Thus.

X = .Yl X .Yz X X -X.L,,

where X, the set of feasible states on link {, is
defined to be the occupancy of various call
Lypes that results in the performance measures
(e.g., packet loss probability, packet delay) for
tink { within the prespecified values. Within X,
calls are guaranteed of certain quality of service
in using link {.

The tasks of determining X; are addressed in
the literature in the context of the admission
control. There are numerous known admission
control methods and the routing policies are
developed independently of the specific types of
the admission control.



With the definitions specified above, the
routing policies considered are stationary
Markov policies that map one feasible state in
the network to another, upon the arrival of a
call, with the measure of performance given as
2ok 2fi) wkz\f‘j(l - L:-‘J-) such that

Lf-;— =g(R, X, {Afr}}[;‘j}‘k) as before.

The optimal routing policy based on the above
formulation is mathematically intractable due
to the enormous cardinality in the set of
feasible states in realistically sized networks.
Rather than pursuing the optimality, the
proposed RAR, LLR, and MCR routing policies
are based on certain routing principles which
are proven to be sound alternatives for the
circuit switched, single-rate networks.

Next, we describe these routing policies very
briefly. For the brevity of this abstract, we omit
the description for the routing of multi-point
calls; routing a multi-point call must consider
the effects of sharing intermediate capacity in
connecting to different end-points associated
with the call.

Random Alternate Routing {RAR)

For OD pair [, j], assume that a set of paths,
R[%, 7], is specified. Amongst the paths in

R[i, j], we choose one-link path (if it exists), as
the most preferred path in establishing a call
connection. If for some reason, an arrived call
cannot be connected through this path, we
.choose one of the multi-link paths in R[z, ]
randomly. All multi-link paths have the equal
probability of being chosen. Once a multi-link
path is chosen, the arrived call is carried on the
path if by assigning the call, the resulting
network state is still feasible. Otherwise, the
call is rejected.

Least Loaded Routing (LLR)
LLR is similar to RAR in that an arriving call

is first attempted on the one link path. The call
is carried if the acceptance of the call results in

a feasible network state. If the call cannot be
carried on the one-link path. the call is
attempted an the least loaded two-link path:
the least loaded two-link path for OD pair (¢, /]
is the one which minimizes max(/y, f;) over &
where b is an intermediate node connecting
between OD pair [1. j]. Ly and £y, are the
loaded-ness measures for link (7.h) and (b, j)
respectively. LLR resolves any Lic in
determining the least loaded path randomly.
Two simple criteria for detetmining the
loaded-ness of a link considercd are:

e Total Peak Rates: The loaded-ness of a
link equals the sum of the peak rates of the
calls that are present.

¢ Total Average Rates: The loaded-ness of a
link equals the sum of the average rates of
the calls that are present.

We also consider the capacity reservation
schemes which give preference to one-link calls
over two-link calls when o tink i~ highly
congested, by reserving a lraction of the link
capacity fur one-link calls. Dillecent approaches
to determine the level of capacity reservation
are considered.

Minimum Cost Routing (M CR.)

An arrived call is routed to the path with the
minimum cost. No explicit preference is given
to one-link paths. The cost of a path is the
expected loss in the future reward by accepting
the call just arrived. Thus, only the minimum
cost path with the cost less than w* is used if
the arrived call is of type k. If there exists no
path with the cost less than w*, the call is
rejected and cleared from the network. Unlike
in the telephone networks where all calls are of
the same transmission rate. finding a close form
solution for the cost of a path is not possible in
the multi-rate networks. In our derivation, we
approximate the cost ol a path. throngh the
policy-value iteration evaluated exactly unce
fram the initial routing poeliey that considers
one-link path only.
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Shadow Prices for State Dependent Routing

Paul S. Min

We demonstrate how to calculate shadow prices
with respect to exogenous traffic for adaptive
routing schemes. Consider asymmetric networks
where A is the set of nodes, £, the set of links,
N, the number of nodes and O, the set of
Origin-Destination (OD) pairs. Each OD pair
[Z, 7] has a set of routes, R;;, from which one is
chosen to transmit an arriving call: these routes
consist of the single-link direct route (the link
{2, 7) with capacity Cj;) and two-link alternate
routes. Links are assumed to be bidirectional
and can transport traffic in either direction.
Calls arrive for OD pair [, j] as a Poisson
process with rate A;; and these processes are
independent for different OD pairs. When a call
arrives for one OD pair, it is either connected
or blocked. If the call can be accomodated in a
route chosen from the routing set according to
a routing policy then it is connected; otherwise
it is blocked. Any call connected on one of the
links requires the use of one unit of the capacity
available, i.e, one trunk.

In link state n, the arrival rate is a;;(n), the
offered traffic to link (7, 7) when this is in state
n, and the departure rate is equal to the
number of calls connected on that link. Let
pij(n) denote the probability that link (7, j) is
in state n and B;; denote the blocking
probability for OD pair (7, j]. As shown in [35],
[42], the probabilities p;j(n) and B;; can be
obtained from a fixed point of the mappings
from the ai;j(n)’s to the p;;(n)’s and from the
pij(n)’s to the o;;(n)’s. Finally, we let T;;
denote the set of intermediate nodes on the
alternate routes for OD [7, j] and let ©;; denote
the set of states for link (%, §).

Assume that for each accepted call on OD pair
[7, k], the expected revenue is w;;. We first
write the expression for the rate of return,
where we consider A as the vector of exogenous
traffic to OD pairs, w;; as the revenue
generated by accepting a call on OD pair {i, j}
(when blocking probability is the performance
measure, all the w;;’s are 1), p as a vector

which is obtained by the concatenation ol the
stationary probability vectors of each link, a;
as a vector containing the offered traffic for all
the states of link (¢,7) and B is the vector of

OD pair blocking probabilities. Then we have

WB = 3 e (1= Ba@) ()
[1.k)ew
dW(\ B)  9W(A B) Z [OH-’(A,Q) e
dX i IAji s 9B, (p) D)’
(10)
JW(A B ’
a‘(;‘——k_’) = Wik (l = B?k(!{_)) , (J.J.)
ik
el > S _0Bus(p) dpas{Qap, )
d/\_vk {a,0)ES,, n=0 apab(gab, n) d'\jk 1
(12)
W (A B) _
33”(2) )\y-suh-s’ (}_3)

where W (A, B) is the rate of return from the
network and is written to show its dependence
on A and B, pos(@gs, n) is written to show
explicitly its dependence on a,, and B,.(p) is
written to show explicitly its dependence on p.

The calculated shadow prices [ur a network
with 4 nodes are shown in Figure 22. Figure 23
plots the total rate of return, W (A, B) in the
network versus external arrival rate per O
pair for the 1-node network.

We use shadow prices to get the sum capacity
in asymmetric networks, i.e., the maximum sum
of exogenous arrival rates such that the
blocking probability of each OD pair is less
than or equal to some maximum blocking
probability. To obtain, this define a constrained
nonlinear optiinization problem with objectlive

33



function being the rate of return and
constraints being the blocking probabilities.
The independent variables are the exogenous
arrival rates, i.e., A. Let 1 be a vector whose
value is the maximum blocking probability for
each OD pair and let 0 be the zero vector.
Then the optimization problem is:

mazy  WQB) = Y Apwp (1- Bu(p),
[5.k]e0
(14)

s
IA
k3

|3
v
1=

The solution for the above optimization
problem gives the maximum traffic that the
network can carry for a given blocking
probability vector. The optimization is achieved
by using the shadow prices in a gradient
descent algorithm that gives the direction in
which the vector of exogenous arrival rates has
to be varied to get the desired maximization.

The solution to the optimization algorithm
allows to compare different adaptive routing
schemes in terms of their sum capacity. The
evaluation of the sum capacities for the 4-node
network is given Figure 24.
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Capacity Expansion in State Dependent Routing

A. Rayes and P.S. Min

This research is devoted to developing a
method for capacity expansion for the State
Dependent Routing (SDR) in circuit-switched
networks. Suppose that a network is given by
G = (N, L) where G employs a known routing
policy which may or may not be an SDR. Let
S = {si,(4,7) € L} be the set of link capacities
and A = {A;;,[i, 7] € P} be the set of
origin/destination (OD) pair traffic intensities.
Based on the fixed point methods reported in
the literature [42] [44], the overall performance
characteristics of G are known including the
network blocking, and direct and overflow
traffic patterns.

The goal of capacity expansion is to determine
new link capacities &' = {sl;, (,j) € L} such
that the blocking performance of the network
satisfies the grade of service defined on G, when
the exogenous traffic changes to

A" = {);,[3, j] € P}. More precisely, the
optimmal capacity expansion can be described as,

Minimize Y Cilsl, si)
{t.7}ec
P
subject to ZELHJ,] <,
Z[f.j]e‘P Al

bi; = fi; (A, S"), [i,4]l€ P,
si; > 8ij, (LJ)EL,

where C;;(s{;, si;) is the cost of adding

(s; — si;) circuits to link (4, 7), b;; is the i
blocking probability for OD pair [4, j], and b is
the prescribed blocking probability that the
network needs to satisfy.

fij( - ) is a function of A’ and &’ which the
routing policy determines. The expression for
fi;( ) is not known in a closed form for SDR
and can be found only through the fixed point
iterations, making the above minimization
problem extremely difficult to solve numerically,
if not impossible, even for small networks.

With A and & given, the quintessential measure
ol the network perlormance can be deseribed by

W= 5 wikill
.iler

- bi,: )

witere w;; is the reward of accopting one call
(rom QD pair [i.J].

% is a quantity that illustrates the elliciency
¥

of the capacity of link (7, j). It cquals the
change in 17 as one additional eirenit is added
on link {7 71, The uselulness ol %— I capacity
expansion is casy Lo seer when the blocking
probability of a network exceeds the prescribed
value b, it is necessary 1o provide move circnits.
The link on which onc additional circuit can
make the greatest reduction in the blocking
probability is link (¢, f) with the maximum
value of 2‘%- Therefore, in performing capacity
expansion, additional capacity can be added to
the network, one circuit at a time, according to
the order determined by the values of %

!

Unfortunately. evaluating j.lu i A dannting
task [or SDR. We suggest. tirough some
heuristics, a method of reducing the
computational requirement in determining ¥

and Lhus in evaluating 22 Consider link (7. /)

EYS
with the occupancy dist ribution known as
pijlzg) forzp =0.1..... 5;. Suppose that
there is a function g;;(xx) such that

lgii (e} = pij(xe)| is small for the range of
integer valued wxy where p;, (&) is siguificant,
Furthermore, we insist that g, (xg) be in the
form of

(zi —uy,)?
) _ 1 _ 11:26‘:
gij(zk) = oot 7.
ij

Thus, gi;(zx) is a Gaussian density [unction
with the mean j;; and the variance o;;. Before
we illustrate the usefulness of

{g:;(2), (i,J) € L} in reducing the
computational requirement in the fixed point
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calculation, we state an important assumption
we utilize regarding the link occupancy
distribution. This assumption is consistent with
the observations we made during the numerical
studies and can aid us in simplifying the fixed
point calculation in a significant manner.
Specifically, we assume that for the values of
the exogenous traflic near the nominal values
{Xij, [, 7] € P}, a parameter of interest, p;j,
remains roughly constant for all {(#,j) € L. p;;
is defined to be the ratio of 0% to ui; which is
analogous to the peakedness in the carried
traffic in the context of the Fixed Alternate
Routing (FAR) {23].

We conjecture that {p;;, (7,7} € £}, which
determines the shape of the Gaussian function
gij(z), remains constant near the nominal value
of A, while A and & vary in the manner so as to
keep the network blocking probability roughly
constant. Qur conjecture has been confirmed
for a wide range of the network load and sizes
we studied.

In LBAR, calls arriving from OD pair {7, j] are
attempted first for the one-link path (¢, j}, the
occupancy distribution Fj;{z) = P(X;; > z) for
which we found an excellent approximation
with a miminal level of computation. With
F;j(si; — 1), the probability that the one-link
path is not available for OD pair [7, 7], a
two-link path consisting of links (7, k) and (%, j)
is chosen such that

(15)

where A;; is the set of via nodes for OD pair
(1, 7] and Xy (or X3;) is the number of busy
circuits on link (%, 8) (or (b,7)).

For two-link path {(, &), (k, 7}}, define

HY(2) = P( Max[Xu, Xij] > ).
Then,

HE(z) =

k = Argmingey, Max[Xy, Xi;]

P(Xiy >z or Xgj > 2) (18)
Fu(x) + Fij(2) - Fie(x) Fie, ().

I

Define 7% to be the probability that an arrived
call is assigned to {(i, k), (k,j)}. Then,

'vl’; :‘Fu"'u'” 17
Alazls, .oy
k k !
E (0 =) = 1) | I H‘;(,-)
=0 heN’,‘—ikl

where the ties are broken randomly.
H,-’}(—l) = 1.0 for convenience.

The amount ol the carried load by path
{(i, &), (k, 1)} due Lo QD pair [i, j] is,

A7 (L = Falsi = V) = Fijlsaj = 1))

Let the total carried load by link (7, ) be
denoted by &;;. Then,

=
<
1

L}
YT A = Fyley = D= Fyeley = 1)

[1.k]€4,,;

u E : '\)L"}f:“""-,-"-J"“"'"".r.".l.*'"l
[J.f.]e,t,_,

A F‘J("') -1y

where A;; is the set of OD pairs that share
exactly one end node with OD pair (¢, j].

The Appoximate Fixed Point Algorithm
Assume {p;;, (¢,7) € L} are known.
Step 1: Assign arbitrary values for

{45, (i, 7) € L}.

Step 2: Determine {0y}, (¢,j) € L} by the

relation, Ti; = /MijPi;-
Step 3: Determine [7,(z), Hf;(s;), -,t‘-";, and &;;.

Step 4: Determine new values for
{500y, (6, ) € L} sucle that

ay oo lize) -u ‘-t“"
Ty LT
By = Argmm" -'\,’ - E ) .
=



Step 5: If the new values for {u;j, (¢,7) € L}
are close to the previous ones, stop.
Otherwise, go to Step 2.

At the end of the iteration, the approximate
blocking probability, b;;, for OD pair [4, 5]
becomes,

by = Fjls—1)-

z "-!3[' =1 = Fpe o — 1)1 = Fijog; — 1))
"EN;j

and the approximate network blocking probability, b, is given by

E{.‘,_,]ep Ayt

a =
2 sler i

The Capacity Expansion Algorithm

All evaluations of the network blocking
probability is according to the Approximate
Fixed Point Algorithm. With the prescribed
network blocking probability given as
0<b< 1.0,

step 1 If b < b, stop. Otherwise, calculate
S (i 5) € £} with w;; =1 for all

Asij?
i, 5] € P.
step 2 Add one additional circuit on link (3, §)
where
.. AW
(2,j) = A.l'gma.X(s't)Et:'ATst. (20)
Go to Step 1.
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