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Abstract

Asynchronous Transfer Mode �ATM� network tech�
nology is expected to become a central part of the
emerging global information infrastructure� ATM net�
works introduce a number of features that distinguish
them from earlier technologies and introduce new is�
sues in network control� This paper o�ers a framework
for precisely de�ning and analyzing alternative ap�
proaches to the distributed control of ATM networks
and explores some of the key design issues through
a series of examples� It is hoped that it will provide
a useful foundation for researchers in networking and
distributed computing interested in exploring these is�
sues further and developing more complete solutions�

� Introduction

Asynchronous Transfer Mode �ATM� network tech	
nology is expected to become a central component of
the emerging information superhighway� both in the
United States and around the world� The last decade
has seen tremendous progress in developing the core
ideas for ATM networks and in creating scalable� high
performance switch architectures that are suitable for
wide	scale deployment in both public and private net	
works� However� while the core switching problems
are now fairly well understood� our understanding of
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the higher level control problems is incomplete and
often confused� This is understandable� since these
higher level problems are logically complex and dif	

cult to separate from one another� These inherent
di�culties are made worse by the lack of any com	
mon conceptual framework in the research literature�
making it di�cult to clearly de
ne the key problems
and evaluate possible solutions� In general� the lit	
erature on network control in ATM and its histor	
ical antecedents �e�g� the telephone network� vir	
tual circuit data networks� focuses on speci
c pro	
tocols and the communication of signaling messages�
ignoring the algorithmic questions of network con	
trol ��� � �� �� �� �� ��� ��� �� ��� ��� ���� Discus	
sion of alternative design approaches and useful sur	
veys are rare ����� This paper is an attempt to formu	
late the network control problem for ATM and similar
networks� in a way that clari
es the key issues and
provides a framework for carefully addressing issues
of correctness� computational e�ciency and resource
allocation� It does not o�er any complete solutions
to the problem but identi
es some intersting points
in the design space and develops some basic under	
standing of their merits� It is directed to researchers
in both distributed systems and networking� since the
creation of e�ective solutions for these problems re	
quires the methods and perspectives of both research
communities�
ATM technology has its roots in research projects

in CNET ��� �� and Bell Labs����� ��� in the early
eighties� After more than a decade of research and
development� it has emerged as a central technology
component for the emerging information superhigh	
way� ATM is a virtual circuit technology� meaning
that information to be carried over the network is bro	
ken up into blocks �called cells in ATM� with an iden	
tifying label �called the Virtual Circuit Identi�er or
VCI� attached to each block� The VCI is used to for	
ward information along a 
xed path in the network�



Figure �� Virtual Circuit Switching

de
ned by hardware tables in the switching systems
along the path� This is illustrated in Figure � in which
a cell arriving at the central switching system with a
VCI of i is forwarded to output port p of the switch
and assigned a new VCI of j� ATM networks can sup	
port virtual circuits that operate at any data rate� up
to the capacity of the links that carry them� They
can also vary the rate of transmission� allowing the
use of statistical multiplexing to improve transmis	
sion e�ciency� While they are not quite as �exible
as datagram	oriented packet networks� they are fare
more amenable to large	scale hardware implementa	
tions� leading to dramatic gains in cost	e�ectiveness
when used for large networks�
Because one of the key intended applications for

ATM is carrying real	time audio and video� ATM pro	
vides for reservation of link capacity for individual vir	
tual circuits� In the simplest case� one can simply re	
serve a 
xed fraction of the link capacity for di�erent
virtual circuit� In many cases the reserved capacity
will correspond to the 
xed transmission rate used by
the terminals communicating over the virtual circuit�
In cases where the terminals vary their transmission
bandwidth� it may correspond to a long term aver	
age or some notion of e�ective transmission rate� We
are not concerned with the issue of how these rates
are obtained in this paper� and simply assume that
each connection requires some 
xed amount of capac	

ity that can be allocated by the network control sys	
tem� In the last section of the paper� we return to this
issue�
One of the more interesting characteristics of ATM

networks is their ability to support multicast virtual
circuits� in which information from a single source is
replicated and distributed to multiple destinations ��
The replication and forwarding is implemented in the
switching system hardware� The management and
control of such multicast virtual circuits is the main fo	
cus of this paper� In the simplest case� a multicast vir	
tual circuit has a single sender and multiple receivers�
However� it can also be useful to have virtual circuits
in which each participant can both send and receive�
We generalize this further by allowing virtual circuits
in which some endpoints can be designated senders�
some receivers and some can be both�
When considering design alternatives for network

control systems� it�s important to have a clear un	
derstanding of a variety of engineering issues� ATM
technology is intended for networks ranging from cam	
pus networks with as few as one thousand users� to
large public networks with hundreds of millions� In	
dividual switches will support from �� to ��� users
and link speeds will range from � Mb�s to �� Gb�s�
Some connections may be highly dynamic� For exam	
ple� if video programs are distributed through ATM
networks with users able to switch among di�erent
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Figure �� Multicast Virtual Circuits

connections by clicking a television�s remote control�
�channel sur
ng� can create heavy loads on the control
system� A less extreme� but still important case is the
the use of browsing programs like Mosaic for retrieving
information from distributed hypermedia information
servers� Intrinsic network latencies can range widely
�from less than a millisecond to hundreds of millisec	
onds�� but will typically be dominated by simple prop	
agation delays due to the 
nite speed of light� Be	
cause control latency can limit the speed with which
connections can be modi
ed� it is desirable to keep it
as close as possible to the intrinsic network latency�
Cost is determined primarily by the number� capac	
ity and length of the physical links� as well as the
number and capacity of switches and the associated
control system� There are major cost advantages to
using the largest capacity links feasible when going
over geographically signi
cant distances� Hence� even
if user access links are limited to moderate rates �typi	
cally ��� Mb�s�� network backbone links will often by
faster ���� Mb�s and ��� Gb�s today� �� Gb�s by the
end of the decade�� Networks do exhibit natural clus	
ters� re�ecting organizational and social structures� as
well as geography� These can often be used to make
network control operations more e�cient� The huge
bandwidth of ATM networks makes it cost	e�ective to
transport large quantities of data� For distributed con	
trol systems this means that large amounts of control
information can be distributed� if it is done in large
chunks� so that the overheads associated with message
handling can be minimized�
We consider three types of network control elements

that collectively implement the overall control system�
Terminal controllers �TC� are associated with the indi	
vidual user terminals and are the source of all requests

for network services� Terminal controllers communi	
cate their requests toNetwork Controllers �NC�� which
in turn carry out those requests by issuing commands
to Switch Controllers �SC�� which manage individual
switches� Network controllers play the central role and
are the focus of this paper� The NCs can communi	
cate directly with one another� as well as with TCs
and SCs� TCs and SCs communicate only with NCs�
An important component of the network control

system is an underlying message transport mechanism
that allows control messages to be reliably communi	
cated among the various control elements� We assume
such a component exists but don�t discuss it in detail�
We require that it be able to reliably deliver a mes	
sage of arbitrary length to any speci
ed destination
in the network and return an acknowledgement indi	
cating successful delivery� Failure to deliver a control
message in a bounded time interval should be su�	
ciently rare that it is acceptable for such a failure to
trigger failure of the entire operation associated with
the message� We also require that the message deliv	
ery system deliver messages between two control ele	
ments in FIFO order�
We do not consider the question of network address	

ing in this paper� but do assume that every terminal
is identi
ed by an address which speci
es a location
�either logical or physical� in the network� Terminals
may also have higher level names that can be con	
verted to addresses by some separate process� but we
don�t consider those questions here�
In the remainder of this paper� we consider the de	

sign of control systems for ATM networks in some
detail� Section � provides a formulation of the net	
work control problem that is rigorous enough to allow
one to make precise statements about the correctness�





Figure � Example Network

e�ciency and use of resources by a network control
system� This provides a framework for discussing net	
work control algorithms and is perhaps the main con	
tribution of the paper� Sections  through � discuss
the issues associated with control systems for progres	
sively larger	scale network con
gurations� In each sec	
tion� we identify a particular point in the design space
and explore the issues raised by the class of designs it
represents� We do not provide complete solutions in
any of these sections� but merely outline some of the
possibilities and indicate how they might be �eshed
out� and what the consequences would be� Section �
summarizes the paper and discusses some of the issues
that have been omitted from the main discussion�

� Formulating the Problem

In this section� we give an abstract model of the net	
work control problem that will form the basis of our
later discussion of alternative designs� The model sup	
presses a number of details that can be important in
a practical system context� but retains enough of the
real system issues to expose the essential complexities�
We model a network as a directed graph G � �V�E�

with integer edge costs ��u� v� and integer capacities
��u� v�� Vertices which are incident to exactly one
edge in the underlying undirected graph� are called
terminals� All others are called switches� We let T
denote the set of terminals and S the set of switches�
These de
nitions are illustrated in Figure � where the
terminals are shown as triangles and the switches as
circles �edge costs and capacities are not shown for the
edges incident to the terminals��
A connection request is a tuple �c����� r� ��� where

c is a connection identi�er� � � T is a set of sources�
� � T is a set of destinations� r � T is called the con	
nection owner and � is a non	negative integer called
the connection weight�

Figure �� Connection Descriptors

Let H � �W�F � be a subgraph of G whose under	
lying undirected graph is a tree� the leaves of which
are in T � We say that a leaf u in H is a source if
there is an edge leaving u� We say that a leaf u in
H is a destination if there is an edge entering u� We
say that H is a connection graph if for every pair u� v
where u is a source and v is a destination� there is
a directed path in H from u to v� and every edge in
W is on at least one such source	destination path� A
connection graph H � �W�F � implements a request
�c����� r� �� if � is the set of sources in H and � is
the set of destinations� A connection descriptor is a
tuple �c� S� T� r� ��H � �W�F �� where �c� S� T� r� �� is a
request and H is a connection graph that implements
it� These de
nitions are illustrated in Figure ��
For a set of connection descriptors C and �u� v� �

E� de
ne

�C�u� v� �
X

�c����� r� �� H � �W�F �� � C

such that �u� v� � F

�

For example� if C is the set of connections in Figure ��
��C�Z�U � � � We say that C is valid if for all edges
�u� v�� �C�u� v� � ��u� v�� A set of connection requests
is feasible if there is a set of connection graphs for the
set of requests that yields a valid set of descriptors�
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Figure �� Local Connection Descriptors for Connec	
tion c�

The cost of a set of descriptors C is de
ned to be

X
�u�v��E

�C�u� v���u� v�

A set of connection descriptors is optimal if there is
no other set of descriptors implementing the same set
of requests that has lower cost� Note that the set of
descriptors in Figure � is valid and optimal� but if we
were to increase the weight of c� to �� it would become
both invalid and infeasible�
A local connection descriptor at vertex u is de
ned

as a tuple �u� cu� ru� �u�Hu � �Wu� Fu�� where cu is
a connection identi
er� ru � T � �u is a non	negative
integer and Hu is a subgraph of G whose vertices are
restricted to u and its neighbors in G� We say that
a set of local descriptors implements a �global� con	
nection descriptor D � �c����� r� ��H � �W�F ��� if it
satis
es the following conditions

� for every v � W � there is exactly one local de	
scriptor �u� cu� ru� �u�Hu � �Wu� Fu�� for which
u � v and cu � c�

� for every v � W � the descriptor �u� cu� ru� �u�
Hu � �Wu� Fu�� for which u � v and cu � c also
satis
es the conditions� ru � r� �u � � and Hu is
the subgraph of H induced by u and its neighbors
in H�

Figure � shows the local descriptors for each switch
involved in connection c� from the previous example�
The connection descriptors for the terminals are not
shown�
We de
ne a network control system as an abstract

data type that maintains a feasible set C of connec	
tion descriptors for a network G by operating on a set

of local connection descriptors that collectively imple	
ment the set C� The abstract operations that are per	
formed by the network control system are de
ned in
terms of their e�ect on the global descriptors� but the
system is required to realize these e�ects by operat	
ing on the local descriptors �this is detailed further�
below�� Note that each of the operations listed below
has an invocation point �denoted by the subscript x��
which identi
es the terminal controller which invoked
the operation and which expects a response�

createx�u� �� typ�� Adds a connection descriptor �c���
�� x� ��H � �fug� fg�� to C� where c is an identi	

er not associated with any existing descriptor� �
is a non	negative integer� typ � fsrc� dst� bothg�
� � fug if typ �� dst and empty otherwise and
� � fug if typ �� src and empty otherwise� Re	
turns the value of c�

destroyx�c�� Removes the connection with identi
er c
from C�

invitex�c� u�� This operation simply results in a mes	
sage being sent to u � T � inviting u to join the
existing connection c� An acknowledgement is re	
turned to x when the message has been delivered�

addx�c� u� typ�� where c is an identi
er for some de	
scriptor D � �c����� r� ��H � �W�F �� in C�
u � V �W and typ � fsrc� dst� bothg� This op	
eration either does nothing and returns � or re	
places D with a new connection descriptor D� �
�c������� r� ��H� � �W �� F ���� giving a new fea	
sible set C� and returns �� If the replacement is
made

�� �

�
� if typ � dst

� � fug otherwise

�� �

�
� if typ � src

� � fug otherwise

and H� is a connection graph that implements
�c������� r� ���

removex�c� u�� where c is the identi
er of some de	
scriptor D � �c����� r� ��H � �W�F �� in C and
u � � � �� Replaces D with a new connection
D� � �c�� � fug�� � fug� r� ��H� � �W �� F ����
giving a new feasible set C�� whereH� implements
�c��� fug��� fug� r� ���

retypex�c� u� typ�� where c is the identi
er of some de	
scriptor D � �c����� r� ��H � �W�F �� in C�
u � � � � and typ � fsrc� dst� bothg� This op	
eration either does nothing and returns �� or re	
places D with a new connection descriptor D� �
�c������� r� ��H� � �W �� F ���� giving a new fea	
sible set C� and returns �� If the replacement is

�



made

�� �

�
�� fug if typ � dst

� � fug otherwise

�� �

�
�� fug if typ � src

� � fug otherwise

and H� is a connection graph that implements
�c������� r� ���

reweightx�c� �
��� where c is the identi
er of some de	

scriptor D � �c����� r� ��H � �W�F �� in C

and �� is a non	negative integer� Either does
nothing and returns � or replaces D with a new
connection descriptor D� � �c����� r� ���H� �
�W �� F ���� giving a new feasible set C�� where H�

implements �c����� r� �� ��

Note that the owner of a connection is the terminal
that invokes the initial create operation� but need not
be an actual participant in the connection� This allows
connections to be created on behalf of terminals that
may be unable to invoke control operations indepen	
dently� Ownership of a connection implies the right
to control the connection con
guration� A variety of
policies can be de
ned relating to ownership� For ex	
ample� one might restrict the retype and reweight op	
erations so that they can be invoked only by the owner�
One could include options for di�erent connections so
that an add operation is similarly restricted� allowed
if the requester can supply a correct password or ap	
pears on an owner	de
ned list� Similarly� one could
allow the owner to pre	specify restrictions on the typ
of new participants in a connection� We do not con	
sider these issues in detail here to avoid complicating
the discussion� For the remainder of the paper� we
simply assume no restrictions on which terminal con	
trollers may invoke the various operations�
We now illustrate the operations with a few ex	

amples� Connection c� in Figure �� would typically
be constructed using the operation createa�a� �� both��
followed by invitea�c�� n� and addn�c�� n� both�� Con	
nection c� could be constructed using the oper	
ations createb�b� � src� followed by addg�c�� g� dst��
adde�c�� e� dst�� addl�c�� l� dst� and addf �c�� f� dst��
The add operation can be extended to add a set of
endpoints in one step� but we do not consider that
option here�
The local connection descriptors are maintained by

the switch controllers� which also make changes to the
switches� hardware control tables necessary to provide
the actual virtual circuits� The network control sys	
tem implements changes to the local connection de	
scriptors by sending messages to the switch controllers
similar to those given above� We omit the de
nitions
as they are fairly obvious analogs of the ones given

above� We do note that a switch controller will carry
out requests that� according to its local view� do not
exceed any resource bounds �each switch controller
maintains a record of the capacity of the edges in	
cident to its switch�� In any case� a switch controller
returns a message indicating success or failure�
A network control system is called incremental if

the connection graphs constructed by various opera	
tions are either supergraphs or subgraphs of the orig	
inal connection graphs�
We say that a network control system is sequen�

tially correct if given any set of local connection de	
scriptors that implements a valid set of global descrip	
tors� and any properly speci
ed operation from the
above set� it carries out the operation as de
ned above
and returns� That is� at the time it returns� the set
of local descriptors implements the new set of global
descriptors required by the operation de
nitions�
Sequential correctness only means that a network

control system will operate correctly when operations
are presented one at a time �a new operation is re	
quested only after a response is given to the previous
operation�� However� we are generally more interested
in the case where requests are made concurrently at
di�erent vertices in the graph� and processing of di�er	
ent operations is carried out concurrently� We consider
a network control system correct in this sense� if the
set of local descriptors resulting from the concurrent
execution of a set of operations is the same as would
be obtained in some sequential execution�
Of course� the implementation of a network control

system may also involve other data structures that
allow various operations to be carried out more e�	
ciently� Correctness of a particular system will also
require that these data structures be consistent with
the set of global descriptors� �For example� if there
is a variable that records the link capacity in use be	
tween vertices u and v� its value should equal �C�u� v��
where C is the set of global descriptors�� However�
since these data structures can generally be computed
directly from the local descriptors� we won�t address
them separately�
Note that our de
nition of correctness de
nes a net	

work control system to be correct� even if it never
successfully completes any operation requiring alloca	
tion of resources� Such a system� while correct� is
not particularly useful� so we generally require that in
addition� a system be responsive� We say that a con	
trol system is sequentially responsive� if given any ini	
tial set of local connection descriptors that implements
a feasible set of global descriptors� and an operation
that requires the allocation of resources �add� retype�
reweight�� it successfully completes the operation if it
is consistent with a stated resource usage policy� In
the simplest case� we can make the resource usage pol	
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icy simply� if there is a feasibly way to carry out the
requested operation� then use whatever resources are
needed� However� in practice it is often desirable to
refuse an operation on policy grounds� if it requires ex	
cessive resources� For example� we might have a policy
of refusing add requests if the only available path is so
circuitous that it ties up excessive resources� Similarly�
we might have a policy of carrying out a reweight or
retype operation� only if they do not require changes
in the vertex set of the connection graph� We say that
a system is responsive if for every possible concurrent
execution of a given set of operations� there is a se	
quential execution of the same set such that the subset
of operations that completes successfully in the con	
current execution contains the subset that completes
successfully in the sequential execution�
While one might argue that the separation of cor	

rectness and responsiveness is arti
cial� we 
nd it a
useful distinction to make� Correctness is a require	
ment for any network control system� while respon	
siveness is a matter of degree� So long as the governing
policy is made explicit� it remains possible to evalu	
ate and compare alternative network control systems�
based on how responsive they are�
There are other criteria we�re interested in when

evaluating network control systems� One is run	time
e�ciency� There are di�erent aspects to this� First�
is the total amount of processing �including message
transmission and computation� that is required to per	
form a given operation� and second is the response
time for the operation �again� including the time asso	
ciated with both computation and message transmis	
sion�� In the case of response time� we are concerned
with both the time required to carry out the operation
in isolation and the time when the operation is exe	
cuted concurrently with others� Both best	case and
worst	case analyses are relevant here� since the best	
case often re�ects observed performance better than
the worst	case� Another aspect of run	time e�ciency
is the e�ort that may be expended in background pro	
cessing� not associated with any speci
c user opera	
tion� Such processing is generally required to speed
up handling of user requests� but the resources de	
voted to such processing must be taken into account
when comparing alternative approaches�
Another important criteria when evaluating a net	

work control system is its e�ectiveness in managing
the network�s resources� For � � �� we call a system ��
conservative if after completing any set of operations�
the cost of the set of connection descriptors at that
point is no more than � times the cost of the opti	
mal set of connection descriptors� We say a system
is incrementally ��conservative� if the incremental cost
of the resources allocated for any single operation are
no more than � times what would be allocated by an

optimal incremental control system� starting from the
same initial set of descriptors�

� Centralized Control in a Campus
Network

In this section we consider the design of a network
control system for a campus network� This example
illustrates one point in the design space and provides
insight into some of the key design and performance
issues� To make things concrete� assume that the net	
work has ������ users who are served by �� switches
with ����� users each� Each user has an access link op	
erating at a rate of ��� Mb�s and each pair of switches
is connected by a link group comprising 
ve links with
a capacity of ��� Mb�s each� This gives each switch
�� Gb�s of capacity for communicating with other
switches� or �� Mb�s of non	local capacity for each
user�
We start by exploring the simplest option for con	

trolling such a system� which is to use a single net	
work control processor� which can communicate di	
rectly with each terminal and switch controller� Let�s

rst consider the essential processing requirements to
get a rough understanding of the feasibility of a cen	
tralized design� To process a single operation� we�ll
typically need to do some resource allocation� send
messages to one or more switch controllers and send
a response to the user� Assume that an average op	
eration requires that three messages be sent to switch
controllers and that an average message has perhaps
��� bytes and requires ���� instructions to do the low
level message processing� This means that the net	
work controller needs to execute ����� instructions to
do the message processing for a single operation� If
the resource allocation can be done in ����� instruc	
tions� then we have an estimate of ������ instructions
to process an average operation� Assuming a proces	
sor with an e�ective instruction processing rate of ��
MIPS �about one 
fth the peak rate of common pro	
cessors today�� this allows a single processor to handle
about ����� operations per second or �� operations
per minute by each individual user� By contrast� tele	
phone networks typically process fewer than one com	
parable operation every �� minutes during the busiest
part of the day� so the single central processor could
handle more than ��� times the user request rate as	
sociated with users of telephone networks� While we
expect users of multimedia ATM networks to generate
more network control operations than users of tele	
phone networks� it seems unlikely that it will be ���
times as many� This analysis suggests that if operating
system overheads are kept to a reasonable level� that a
single processor can e�ectively handle the control pro	
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cessing for a network this size and perhaps even larger
networks� In general� if u is the number of users in
a network� r is the average number of operations per
minute by each user� P is the e�ective instruction pro	
cessing rate of the control processor� M is the number
of instructions that must be executed to process one
message and A is the number of instructions that must
be executed to implement the operation� then a single
control processor can su�ce if

P

�M �A
�

ur

��

So� for example� if p � �� MIPS�M � ���� A � �� ���
and r � �� we could conceivably support as many as
������� users with a single control processor�
Let�s now take a more detailed look at the proposed

system� With ten switches and 
ve links joining each
pair� we have a total of ��� inter	switch links� It�s
reasonable to expect that most point	to	point connec	
tions can be handled using a single inter	switch link�
although we�ll sometimes need to use a two link path�
Using three links for a single connection seems waste	
ful� given the rich interconnection topology� so it may
be a reasonable policy to allow point	to	point connec	
tions to pass through at most one intermediate switch�
There are similar policy constraints that can be intro	
duced for general multipoint connections� De
ne a
connection to be type � if all the terminals connect
to a single switch� type � if all the terminals connect
to two switches� type  if the terminals connect to
more than two switches and either all the source ter	
minals are connected to one switch or all the destina	
tion terminals are connected to one switch� and type
� otherwise� To avoid allocating an excessive amount
of resources to any single connection� we require that
type � connections use no inter	switch links� type �
and  connections have no directed acyclic paths with
more than two inter	switch links and type � connec	
tions have no directed acyclic paths with more than
four inter	switch links� We call this the bounded path
length policy for small diameter networks�
To implement the operation createx�r� �� typ�� the

network controller 
rst checks to see if there is su�	
cient unused capacity on the edge incident to r �in
the direction or directions required by typ�� and if
so� allocates the capacity needed� creates the required
global connection descriptor and sends a message to
the switch controller responsible for the switch con	
nected to r� causing it to create a local descriptor� To
implement destroyx�c�� the network controller sends
similar messages to all switch controllers that possess
local descriptors for c� recovers the link capacity that
has been allocated to the connection and destroys the
global descriptor� To implement addx�c� u� typ�� the
network controller adds a branch between u and the
connection using a path with the minimum possible

number of hops� if there is such a path that is consis	
tent with our bounded path length policy� This is done
by searching its internal representation of the sub	
graph of the network that includes only the switches
and the inter	switch links for the best path� allocating
the required link resources� changing the global con	
nection descriptor and sending create or add messages
to the appropriate switch controllers� It can be shown
that performing the routing in this way makes the sys	
tem incrementally �	conservative and �	conservative
if all link costs are equal� For a small network� like
we�re considering here �at least in terms of number of
switches and inter	switch links�� the identi
cation of
an appropriate route can be done very quickly� To im	
plement removex�c� u�� the network controller prunes
the portion of the connection tree used only by the
endpoint u� This involves deallocating the resources
that had been allocated to this branch of the tree�
modifying the global connection descriptor and send	
ing remove or destroy messages to the a�ected switch
controllers�
To avoid disrupting the �ow of user data� we�re gen	

erally constrained to perform the various operations in
an incremental way� For the reweight operation� this
involves increasing or decreasing the amount of allo	
cated capacity on all a�ected links� so long as all have
su�cient capacity available� The operation will fail
if any of the links lack su�cient capacity� There are
similar constraints on the retype operation� Because
these operations a�ect more than a single path and
don�t allow selection of new routes� they can fail sig	
ni
cantly more often than the add operation� This
can justify some relaxation of the constraint that op	
erations do not disrupt the �ow of user data� but we
do not consider that possibility in this paper�
Even though we only have a single network con	

troller� there are scheduling and concurrency issues
that can have an impact on the control capacity of
the system� At one extreme� the network controller
could do its processing in a strictly sequential fash	
ion� That is� it would only process one operation at
a time and always wait for a response from a switch
controller before proceeding with its execution� While
an implementation of this type may appear very con	
straining� it does have the merit of eliminating the
complications of managing concurrent operations and
the sometimes burdensome overhead that can be in	
volved in switching among di�erent contexts� If switch
controllers can respond rapidly to connection requests
�say in ��� �s or less� the amount of processing ca	
pacity lost due to idling while waiting for messages
could be acceptable� In particular� if we consider our
earlier example in which each operation requires an
average of three messages to switch controllers� �����
instructions are executed for each message send and
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receive� and ����� instructions are required to imple	
ment the operation� we 
nd that the number of op	
erations that can be processed per second by a net	
work controller with an e�ective instruction process	
ing rate of �� MIPS drops from ����� operations per
second to ������ While this is a signi
cant drop� it
may still leave the controller with su�cient capac	
ity to handle the given network con
guration� Al	
ternatively� the network controller might exploit some
limited concurrency by sending control messages to
switch controllers in parallel� rather than sequentially�
This would increase the number of operations that
could be done in a second in our example con
gu	
ration� to ������
The other extreme is to allow multiple operations

to proceed concurrently� by creating a separate thread
of execution for each operation� When there is a sin	
gle central controller� we can make it easier to ensure
correctness without sacri
cing execution e�ciency by
constraining context switches among concurrent op	
erations to occur only while a thread is waiting for
messages� Since the network controller maintains com	
plete information about the network state� it can en	
sure that messages to switch controllers will always
succeed by 
rst allocating resources in its local data
structures and updating the proper global connec	
tion descriptor� This� together with our assumption
of FIFO message delivery� is su�cient to ensure that
concurrent operations execute as though they were se	
quential� even though they may be overlapped in time�
Our example also raises issues relating to how our

abstract model re�ects capacity allocation on links� In
our model� we specify the capacity from one switch to
another by a single number� but as our example con	

guration makes clear� this capacity may be provided
by multiple physical links� This can lead to fragmenta	
tion in which there may be su�cient unused capacity
on the set of links joining a pair of switches to ac	
commodate a new connection request� but not enough
capacity on any one physical link� In practice� indi	
vidual connections must usually be assigned to a sin	
gle physical link� and it is generally not practical to
re	pack existing connections to reduce fragmentation
�re	packing would disrupt the �ow of data on the vir	
tual circuits�� The e�ect of this fragmentation is to
reduce the e�ective capacity of a set of links� Since� in
our example� the links connecting to terminals have a
capacity of ��� Mb�s each� a connection passing from
switch to switch can be accommodated so long as at
least one of the 
ve ��� Mb�s links has ��� Mb�s of
unused capacity� This implies that the e�ective capac	
ity of the set of links is ��� Gb�s instead of  Gb�s�
In general� if a single user request has a weight of at
most B� then the worst�case e�ective capacity of a set
of m physical links is equal to its raw capacity minus

�m � ��B� This observation makes the simpli
cation
in our abstract model a reasonable one� However� the
model can also be extended to explicitly model mul	
tiple links between every pair of switches� Since this
does not lead to any fundamental changes� we retain
the simpli
ed model here�

� Distributed Control with Global
State

In this section� we consider a network which is too
large to be controlled by single network control pro	
cessor� but is still small enough to make it possible to
distribute some global state information� Again� let�s
make the discussion concrete by assuming a speci
c
con
guration� with say �� million terminals with ���
Mb�s links� supported by ����� switches with ������
terminals each� Assume that there are ��� additional
transit switches for providing communication among
the access switches and that each access switch has ���
links with a capacity of ��� Gb�s each connecting it
to between one and 
ve transit switches� Assume that
each transit switch has �� ��� Gb�s links connecting
it to each of about �� other transit switches and has
an average of � ��� Gb�s links connecting it to each
of about � access switches� With this con
guration�
each access switch has about ��� Gb�s of capacity for
non	local tra�c or about �� Mb�s per terminal� Each
transit switch has about ��� links connecting it to ac	
cess switches and about ����� connecting it to other
transit switches� Overall� there are about ���� link
groups joining transit switches to access switches� and
another ����� joining transit switches�
With this large a con
guration� network control re	

quires more processing capacity than a single proces	
sor can provide� Consider 
rst� the case in which each
switch has it�s own dedicated network controller� To
get a feeling for the processing capacity required� let�s
assume that users request an average of r operations
per minute each� and that an average operation in	
volves two access switches and two transit switches�
With these assumptions� the network controller for
each access switch must be able to process r oper	
ations per second and the network controller for each
transit switch must be able to process � r opera	
tions per second� For r � �� a single processor can
su�ce for the network controllers associated with the
access switches� if the amount of processing required
per operation at each network controller is roughly
the same as what we discussed earlier for the case of
a single central controller� However� a single proces	
sor will clearly be insu�cient for the transit switch
controllers� On the other hand� ten processors can
be su�cient� making it reasonable to control a transit
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switch using a single shared	memory multiprocessors�
Memory requirements for the transit switch controllers
could become a serious issue� If each connection re	
quires M bytes of memory in each network controller
involved in the connection� the average number of con	
nections per terminal is t and the average number of
transit switches involved in a connection is f � then the
transit switches require an average of ���tfM bytes of
memory� For M � �� ���� t � f � �� this becomes ���
Mbytes� a large but manageable amount�
There are several ways we can approach the dis	

tribution of control� In this section we consider an
approach that distributes the allocation of resources�
but allows each individual connection to be controlled
by a single controller� The idea is to have the ac	
cess switch associated with the owner of a connection
maintain a global picture of the connection� and all re	
quests to operate on that connection are then handled
by that access switch� To implement this� each opera	
tion request �except create� would be augmented with
an additional parameter specifying the owner of the
connection� A terminal� making an operation request�
would send a message to the network controller for its
access switch� and the controller would simply forward
the message to the owner�s access switch� The owner�s
access switch would implement the request� by sending
messages to other switches� requesting the allocation
or release of whatever resources are required�
In order for a network controller to allocate re	

sources in response to an add request� it requires some
knowledge of the state of the network� As discussed
above� there are about ����� link groups in our sample
con
guration� a small enough number that we could
reasonably maintain and distribute information about
all ����� if the amount of information per link group
is not excessive� Fortunately� very little information
about a link group is really required to identify a path
for an add operation� In particular� all we really need
to know is if the link group has su�cient unused capac	
ity to handle a new connection� If connections have
a maximum weight of ��� Mb�s� a link group made
up of ��� Gb�s links will be able to accommodate a
new connection if less ��� of its capacity is allo	
cated to other connections� Consequently� we would
expect most link groups to be able to accommodate a
new connection most of the time� Furthermore� once a
link group becomes so busy that it can�t accommodate
a new connection� we would likely defer new connec	
tions until it has become at least a little less busy �say
�� of capacity allocated�� These two considerations
make it possible to use a single bit for the state of a
link group� indicating it either is or is not accepting
new connection requests� This state information will
not change very rapidly� allowing it to distributed to
all other switches in the network� either periodically

or as changes occur�
Given a knowledge of network topology and the

states of the various link groups� a switch can compute
a path between any two points in the network� One
way to perform the path computation is to carry out a
standard shortest	path algorithm in response to each
add request� However� the worst	case performance of
typical algorithms make this expensive enough in a
network with ����� link groups that alternatives need
to be considered �even the most e�cient implemen	
tations of Dijkstra�s algorithm would require about
��!�� instructions per link group� or �!� ms on a pro	
cessor with an e�ective processing rate of �� MIPS��
More e�cient routing algorithms can be devised by
taking advantage of the speci
c network structure� In
particular� if we never use access switches as interme	
diate hops in longer connections and restrict ourselves
to paths with at most links between transit switches
�longer paths between transit switches can be ruled
out for policy reasons� given the rich interconnection
topology� we can speed things up considerably� For
each pair of transit switches the number of other tran	
sit switches that they are both connected to will typ	
ically be less than ��� so it�s reasonable to maintain
a list of these intermediate switches for each pair of
transit switches� making it possible to check all two
hop paths between a pair of transit switches in under
�� �s� Given this� we could check all possibilities be	
tween a pair of access switches that are each connected
to three transit switches in under ��� �s�
From the above discussion� we can develop a picture

of how each of the various network control operations
might be implemented� First� each terminal requests
that the network perform control operations on its be	
half by sending messages to the network controller for
the access switch it is connected to� The create op	
eration is essentially the same as in the centralized
control scenario� with the access switch connecting to
the owner creating a global connection descriptor for
the connection when it is created�
The add operation can be implemented by having

the access switch 
rst receiving the request� passing it
on to the controller for the owner�s access switch �call
this the master controller�� Since the master controller
has a global view of the network and the connection� it
can select an appropriate path� then send messages to
the network controllers for the switches along the path�
asking that they allocate the necessary link capacity
and implement the connection in the switch hardware
�the selection of the speci
c links and virtual circuits
can be handled by the network controllers along the
path�� When they have either completed their indi	
vidual operations or decided they cannot� the network
controllers along the path will respond to the master
controller� which can then either respond a�rmatively
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to the requester or re	try the attempt with a di�erent
path� If the operation does not succeed after two or
three attempts� the resources would be released and a
failure indication returned to the terminal that made
the request� The remove� retype and reweight opera	
tions can also be handled by the master controller in
a straightforward way�
It is not hard to see how to implement the op	

erations in a way that ensures that the local con	
nection descriptors maintained by the various switch
controllers remain consistent with the global descrip	
tor maintained by each connection�s master controller�
However� the distribution of responsibility for resource
management creates the possibility of resource man	
agement con�icts that can interfere with the system�s
responsiveness� Because resources required for an op	
eration are released if not all the needed resources are
immediately available� resource deadlocks are not pos	
sible� However livelocks are� In particular� concurrent
add requests for di�erent connections can interact in
ways that prevent any of them from succeeding� even
though the network may have the resources to han	
dle some subset of them� Eliminating the possibil	
ity of livelock requires mechanisms for recognizing it
and breaking the cycle of dependencies on which it
depends� In this case� the likelihood of livelock is ar	
guably small enough to make it reasonable to ignore
the possibility altogether� We don�t consider the sub	
ject further here� but note that it could conceivably
be an important issue�
There is an obvious performance limitation of the

network control system we have outlined� In the case
of highly dynamic multipoint connections� the mas	
ter controller could easily become a serious perfor	
mance bottleneck� However� there is a simple exten	
sion that can drastically reduce the likelihood of this�
The extension is to allow a network controller at an ac	
cess switch to handle add and remove requests locally�
without involving the master controller� whenever pos	
sible� Speci
cally� if a network controller at an access
switch U receives a request to add one of its connected
terminals to a connection that is already present at
U � it could handle the request locally� This operation
can be made transparent to the connection�s master
controller� by omitting information about speci
c ter	
minals in the connection from the master controller�s
global description� Remove operations could similarly
be handled by the controller for the access switch as	
sociated with the target of the operation� The only
time the master controller need be informed of an add
or remove operation is when these operations cause
the number of connected terminals at a given access
switch to change from zero to one� or vice	versa�
Within the network controller for an access switch�

we have the same issues with respect to scheduling and

concurrency that we have in the case of centralized
control� However� there are some new issues for the
transit switches� since transit switches are controlled
by a collection of shared memorymultiprocessors� The
network controllers for transit switches must maintain
local descriptors for each connection passing through
them� as well as detailed information about their local
resources� The connection descriptors for individual
connections can be assigned to speci
c multiproces	
sors based on the identity of the connection owner�
Since transit switches get requests to operate on a con	
nection through the network controller for the owner�s
access switch� this method of assignment also makes
it easier to ensure FIFO message delivery� To manage
resource information� simple locking mechanisms can
be used to control access by di�erent processors and
ensure consistency�

� Fully Distributed Control with Local
State

The previous two sections considered networks that
were small enough to allow at least some centraliza	
tion of processing and some distribution of global net	
work state� In this section� we focus on networks that
are large enough that a more comprehensive distribu	
tion of processing and information is really required�
Again� to make the discussion concrete� assume there
are over ��� terminals� connected to access switches
with an average of ������ terminals each� Each access
switch connects to one or a few transit switches� using
a total of ��� ��� Gb�s access links� and the tran	
sit switches are each connected to about �� others�
with about �� ��� Gb�s links between each connected
pair� With ��� terminals� there will be about ��� ac	
cess switches and ��� transit switches� Assume the
network topology is richly enough interconnected that
we need never consider paths between transit switches
with more than 
ve links and that the average path
between transit switches requires three links�
As in the last section� we assume a network con	

troller for every switch� but given that the network
is ��� times larger than in the previous case� it no
longer seems reasonable to distribute any global net	
work state that changes dynamically in response to
individual user requests� So a key question becomes�
how can we select paths to satisfy add requests� with	
out global link status information� and without a com	
plete picture of even a single connection" Let�s 
rst
consider just the problem of selecting a path from a
given point in the network to some destination� To
allow this to be done quickly� we can provide the net	
work controller for each switch with a table containing
an entry for every possible destination switch in the
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network� Each entry consists of a list of neighboring
switches through which the destination switch can be
reached� Each list is ordered so that the shortest paths
to the destination through each successive neighbor
in the list are increasing in length� To avoid routing
loops� every neighbor in the list is closer to the desti	
nation than the network controller for which the table
is con
gured� Given a set of tables like this� we can

nd a path to a given destination from some switch by
consulting the switch�s routing table� checking succes	
sive neighbors in the list for the destination and de	
termining if there is su�cient available capacity along
the connecting link group to accommodate the con	
nection� If so� proceed to the neighboring switch and
continue the search from there� In the event that none
of the neighboring switches to a given destination has
enough unused capacity on the connecting link group
to accommodate the connection� one can either block
the request or backtrack� with perhaps some limit on
the total number of backtracking steps that would be
allowed� While in general� it�s di�cult to say pre	
cisely how the paths produced by such an algorithm
compare to the shortest path available� in a richly con	
nected network� one would expect it to normally pro	
duce short paths� and to do so far more quickly than
any method that guarantees shortest paths� In fact�
one could probably design a network topology to en	
sure that paths produced by such an algorithm were
never too much longer than the shortest path and that
the failure of the algorithm to 
nd a path meant that
no �short enough� path was available�
There is a natural generalization of the routing

technique described above that could improve its per	
formance� Instead of using a list of best neighboring
switches to each destination� one could use a list of
best switches within two hops of a given switch� If
we also distributed link state information to switches
within two hops� we could e�ectively look ahead one
hop� before deciding which switch to go to next� The
technique can clearly be extended to provide greater
amounts of look	ahead� but the small additional im	
provement that is likely to be obtained may not
compensate for the signi
cant expansion in memory
needed for the routing table and link state informa	
tion�
The next issue to consider is the distribution of

information about connections� With over �������
switches in the network� a single connection can be
too large to reasonably manage from a central loca	
tion� Hence� we also need to consider the question
of distributing connection information� In this sec	
tion� we take the extreme view of having each network
controller maintain only the local connection descrip	
tion for each connection that passes through its switch�
This immediately raises some questions with respect

to routing� since no network controller has enough in	
formation to determine the best point to branch o� of
the connection in order to reach a new endpoint� The
problem becomes simpler if we satisfy an add request
by starting the path search from the new endpoint
and go toward some known location in the connec	
tion� halting the search as soon as the connection is
reached� even if we have not yet reached the target lo	
cation� This implies that in order to process the add
request� we need a target �or perhaps a selection of
multiple targets� to aim for� We could require that the
terminal making the request supply one or more tar	
gets� along with the connection identi
er and weight�
In common cases� the user may have this information
anyway� For example� the user could have it as a result
of receiving a prior invite message� or in the case of
connections used for public information distribution�
through secondary sources �e�g� T�V� Guide�� In addi	
tion to these means� the network can provide informa	
tion services that supply such auxiliary information�
given a connection identi
er� This is analogous to the
use of directory assistance in the telephone network
and would be used only when needed to avoid making
it a performance bottleneck� The load on the informa	
tion service can be distributed over multiple servers by
mapping some portion of the connection identi
er to
the address of a server responsible for maintaining in	
formation about that connection�
From the above discussion� we can develop a pic	

ture of how each of the various network control oper	
ations can be implemented� As in the previous sec	
tion� each terminal requests that the network perform
control operations on its behalf by sending messages
to the network controller for the access switch it is
connected to� The create operation is essentially the
same as in the centralized control scenario� However�
now the connection may have to be registered with
an information server� The need for registration can
be indicated by the owner� in an additional parame	
ter in the create operation� or can be implemented as
a separate operation� allowing the owner to decide to
register or �de	register� a connection at any time�
As discussed above� we assume that additional pa	

rameters are included in the add operation� specify	
ing the weight of the connection and the identity of
at least one target location in the connection� The
access switch receiving the original operation request
forwards the request to the access switch for the re	
quested new endpoint �call it U �� U 
rst determines
if the requested new endpoint has su�cient capacity
on its access link� then selects one of the targets and
starts hunting for a path to that target� as described
above� Assuming the path hunt reaches the connec	
tion at some switch V � the path can be retraced with
resources along the path being committed to the con	

��



nection and the switch hardware con
gured to imple	
ment the new connection branch� At this point� an
acknowledgement can be sent to the requesting termi	
nal�

Remove operations are performed similarly to add�
proceeding from the endpoint to be removed along
the connection tree until a branch point is reached
and terminating there� Retype can be done simi	
larly� proceeding from the terminal whose type is to
be changed� allocating new resources along the path if
possible and deallocating resources no longer needed�
Reweight proceeds through the entire tree� increasing
or decreasing the allocated link capacity as appropri	
ate� and failing if the required capacity is not available
everywhere�
With the execution of connection operations being

distributed across hundreds or even thousands of net	
work controllers� there are clearly myriad opportuni	
ties for errors in algorithms to create inconsistencies in
the local connection descriptors when operations are
performed concurrently on a single connection� We
could simplify the problem� as in the earlier sections�
by forcing operations on a single connection to be done
serially� This need not require centralized processing�
but does at least require the acquisition of a lock from
a central location before proceeding to modify the con	
nection� Given that some connections may be very
large and highly dynamic� it seems preferable to avoid
such an extreme solution if possible� A natural pos	
sibility to consider is allowing operations to proceed
concurrently in di�erent parts of the connection tree
and only force them into a sequential order when they
a�ect information at a common set of switches� This
can be implemented by creating a thread of control
for each distinct operation some part of which� is be	
ing performed at a given network controller� but only
allowing one active thread at a time� with respect to a
single connection� This helps ensure consistency� but
can introduce the possibility of deadlock� since threads
for two or more operations can be queued waiting for
one another in a cyclic fashion� We can break the
deadlock by imposing an arbitrary global ordering on
the set of operations being performed on a connection
and allowing operations that come 
rst in the global
ordering to proceed in advance of operations that come
later in the global ordering� �One simple way to do this
is to assign each operation a unique global identi
er
when it 
rst starts�� Of course� this also means that
we must be able to rollback any operation� before it
has completed�
There is an intermediate possibility for controlling

concurrency in a connection that can also be consid	
ered� First� one divides the network into regions of
moderate size �� ���� access switches and � ��� tran	
sit switches�� Within each region� each connection is

controlled by a single network controller� whose ad	
dress can be determined from the connection identi	

er �possibly by hashing the connection identi
er to
produce an index into a table of network controllers
for the region�� Link state information could also be
distributed throughout such a region� Operations that
are local to a region can be carried out as described in
the previous section� To route connections that leave
the region� we can de
ne for each destination in the
network� a list of switches neighboring the region that
are on short paths to the desired destination� The
controller for a connection within a region could also
keep track of which other regions the connection passes
through� This can be done economically using a sim	
ple bit vector for networks with up to a few hundred
regions� Even for highly dynamic connections� these
region sets would generally change slowly enough that
distributing them to all the region controllers need not
be particularly expensive�

� Closing Remarks

This paper has presented a framework for precisely
describing and analyzing distributed algorithms for
the control of ATM networks and explored several
points in the space of possible designs� It is hoped that
this will provide a useful introduction to the network
control problem for researchers in distributed systems
and a vehicle for more carefully de
ning and compar	
ing alternative system designs�
In order to focus on the issues of distributed con	

trol� we have glossed over issues relating to resource
management� In particular� we have assumed that the
data rates of individual virtual circuits could be ad	
equately represented by single numbers� and we have
ignored the case of adaptive data tra�c in which the
application adapts its rate to match the availability of
network resources� For some applications �e�g� coded
video�� there is enough variability in the tra�c rate
that simply allocating the peak rate leads to consid	
erable ine�ciency in the use of network resources� If
the link rate is much larger than the peak rate of the
virtual circuit �	�� times� say� then it�s possible to
allocate an amount that is slightly larger than the av	
erage data rate with high con
dence that the aggre	
gate tra�c will not exceed the link capacity� However�
often determining if a given virtual circuit will �
t� on
a given link requires a more complex computational
procedure and more information about the tra�c cur	
rently �owing on the link than a simple aggregate rate�
When a network controller for a particular switch must
decide if a given virtual circuit can share a link with
other virtual circuits already using it� it must per	
form this more complex calculation� The question that
then arises is must we do the same calculation when
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trying to determine a path to reach a given destina	
tion� and if so� what link state information must be
distributed� In situations where the capacity of link
groups is much larger than the capacity of a single
virtual circuit �which is inherently true in large	scale
systems�� a simple representation for the state of the
link group can su�ce� since a representation that leads
to conservative decisions will have only a small impact
on the e�ciency with which network resources are uti	
lized in this case� It may be desirable to use more than
a single bit per link group� but it does not appear that
complex representations are necessary or provide any
signi
cant advantages� Similar observations apply to
adaptive data tra�c� but it may be necessary to have
separate state information for adaptive tra�c than for
reservation	oriented tra�c�
Multicast routing is another issue that was touched

on only lightly in the body of the paper� This is a
major subject in its own right and has been discussed
in a number of papers ���� ���� For the kind of dynam	
ically changing connections considered here� the only
practical choices that have been identi
ed are vari	
ations on a simple greedy algorithm that adds new
endpoints using a shortest path from the endpoint to
the connection� and deletes endpoints by pruning the
branch needed only by the endpoint being dropped�
This is the general type of algorithm considered here�
although others are certainly possible within the con	
text of the same general framework for distributed
control� While the worst	case performance of these
algorithms can be poor� simulations provide evidence
that they should work well in practice ���� ����
It�s important to note that routing and network

topology design are very inter	related� While it can
be useful to consider them separately� one cannot re	
ally understand how routing algorithms are likely to
perform without also understanding something about
how networks are con
gured� ATM networks intro	
duce some new issues for network design that have
not been widely studied and are directly relevant to
the question of routing in ATM networks� While such
questions are beyond the scope of this paper� the in	
terested reader will 
nd a good introduction to these
issues in �����
There are other approaches for how to distribute

control in a network that we haven�t touched on� In
general� all the control algorithms we have considered
rely on structural partitioning to de
ne regions of the
network controlled by di�erent entities �in some cases
these regions are single switches�� Another way to
divide the responsibility for resource management is
layered partitioning in which each of a number of net	
work controllers is responsible for a �layer� that spans
the entire network� These could take the form of sepa	
rate spanning trees or simply dividing each link group

among di�erent controllers� Layered partitioning has
the advantage that it allows all the resource allocation
for an operation to be handled by a single processor
in most cases� Another option is to not to divide up
the responsibility in any 
xed way but allow di�er	
ent network controllers to directly allocate whatever
their resources they need� using 
ne	grained locking
mechanisms to prevent them from interfering with one
another�
Yet another way to manage the distributed con	

trol in large networks is to organize the control in a
hierarchical fashion� This is of course the classical ap	
proach used in telephone networks and has also been
suggested in recent proposals for ATM network con	
trol ��� ����
This paper does not consider the full range of op	

erations that might be performed on a connection� In
particular� it does not allow multiple connections to
be operated on as a group and possibly constrained to
follow common paths in the network� a feature that
is desirable when using several connections to support
multimedia applications with separate connections for
audio and video� While this does require some addi	
tional mechanisms� it does not change the problem at
any fundamental level� We have also not considered
variations of the add operation that allow sets of end	
points to be added at once� or operations that allow
two connections to be combined to yield a larger con	
nection� Nor have we considered how multicast con	
nections can be automatically recon
gured when links
fail� All of these would be worthwhile extensions� and
the basic framework could certainly be augmented to
handle them�
In summary then� this paper o�ers an approach

to specifying and analyzing network control systems�
While we strive for precision� we have avoided formal
notations� preferring instead the level of description
generally used in de
ning and analyzing algorithms in
the technical literature� Within this framework� we
have explored the central design issues for ATM net	
work control systems through a series of examples� It
is hoped that this will provide a useful foundation for
other researchers in networking and distributed com	
puting who are interested in understanding these is	
sues and developing more complete solutions�
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