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Abstract

In recent years, there has been a rapid growth in applications
such as World Wide Web browsing, which are characterized
by fairly short sessions that transfer substantial amounts of
data. Conventional connection-oriented and datagram ser-
vices are not ideally engineered to handle this kind of traffic.
We present a new ATM service, called Dynaflow service, in
which virtual circuits are created on a burst-by-burst basis
and we evaluate key aspects of its performance. We compare
Dynaflow to the Fast reservation protocol (FRP) and show
that Dynaflow can achieve higher overall throughput due to
the elimination of reservation delays, and through the use of
shared “burst-stores.” We study the queueing performance
of the dynaflow switch and quantify the relationship between
the loss ratio and the buffer size.

1 Introduction

1.1 Virtual circuit v.s. datagram

Among the applications on the Internet, the World Wide
Web (WWW) has come to account for a dominant propor-
tion of total traffic [1). Through its linked hypertext struc-
ture, the WWW allows us to access documents located at
sites distributed all over the world. Typical documents ap-
pearing on the web range in size from a few kilobytes to
several megabytes. Because the linked hypertext structure
can lead to rapid hopping from site to site, there has been a
rapid growth in the number of interactive sessions that last
for short periods of time, often less than a second.

From the viewpoint of carring WWW-like traffic, we com-
pare virtual circuit and datagram services in Fig. 1. Virtual
circuit service like asynchronous transfer mode {ATM) is rec-
ognized as a platform for future wide-area B-ISDNs. Com-
bination of self-routing switching fabric and labels attached
to cells to identify a circuit enable high speed cell switching,
Unfortunately current ATM services are not well suited to
handle large numbers of short-lived sessions. Establishing
virtual circuits in ATM networks introduces a substantial
control overhead that is a significant source of inefficiency
for short-lived sessions. Although a datagram service like IP
packet forwarding can eliminate the overhead associated with
connection establishment, datagram networks must perform
a great deal of redundant work in domains of time and space
when processing the many identically addressed packets in a
large web transfer. In addition, conventional datagram ser-
vices cannot allocate link bandwidth to a data transfer or
make intelligent routing decisions based on bandwidth re-

quirements.

1.2 Dynaflow service

The Dynaflow service, introduced in [2], has characteristics
of both virtual circuits and datagrams. Like a datagram ser-
vice, it requires no prior end-to-end session establishment,
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Figure 2: Dynaflow service.

but like virtual circuit, it forwards data by hardware switch-
ing, can assign bandwidth for the duration of a burst trans-
mission, and makes routing decisions based on bandwidth
needs. Although several schemes for burst-level bandwidth
reservation in ATM have been studied previously [3, 4, 5, 6],
they operate over pre-established virtual circuits and hence
lack the flexibility and low overhead that the dynaflow ser-
vice seeks to provide.

In the Dynaflow service, virtual circuits are established
on a burst-by-burst basis, by sending a burst setup cell at
the start of a burst transmission. Burst setup cells contain
the sender’s address, the destination address, and the rate
at which the sender is transmitting cells. When a switching
node receives setup cells, it creates a state information re-
garding association of incoming and outgoing VCIs attached
to cells, routing tag, required bandwidth. Subsequent cells
are identified by VCIL Data cells are switched by VC table
lookup and VC swapping, both of which are performed in
O(1). Routing table lookup is performed only for setup cells
carring a destination address. Setup cells must be sent peri-
odically during the burst, in order to maintain the virtual cir-
cuit. At the end of a burst transmission, the sender forwards



a release cell, causing all allocated resources to be freed. Re-
sources are also released if no setup cells are received during
a timeout interval. No end-to-end acknowledgment of the
burst setup cell is required before data transmission com-
mences. Thus end-end setup delay is avoided and the control
overhead is reduced as illustrated in Fig. 2.

The routing and admission control decisions made at a dy-
naflow switch are fairly simple. An IP lookup yields a list of
outgoing links that are on paths to the desired destination.

The first link in this list with sufficient unused bandwidth
to handle the new flow is selected, and the flow is switched

through to that link at the ATM level. If none of the out-
going links can currently accept the flow, it is diverted to a
central shared buffer called a “burst store.” Data is generally
forwarded from the burst store on a best-effort basis, using
whatever bandwidth is available to reach the destination.

The logical burst store is composed of a collection of phys-
ical burst stores, each of which is connected to a core ATM
switch [7] via one pair of input and output ports. Each burst
store is composed of a collection of queues assigned to in-
dividual flows, using a shared memory. As the core ATM
switch size grows, the number of burst stores increases. If
the network is engineered so that most bursts are switched
directly to an output link, we can expect high statistical mul-
tiplexing gains, so as the switch size grows, the number of
burst stores required will grow more slowly than the size of
the switch. This allows us to obtain considerable economy
of scale.

1.3 Organization of this paper

In this paper, our main concern is the delay and the cell
loss performance of the burst store. For more details on the
Dynaflow protocol, refer to [2]. We develop a mathematical
model of the burst store and analyze it to assess the per-
formance of the dynaflow service and to study how different
control policies for the burst store affect its performance.
We compare the performance of the Dynaflow service and
the Fast Reservation Protocol (FRP) service for a tandem
node configuration.

The organization of the rest of the paper is as follows. In
Section 2, we develop the mathematical model and derive
performance measures such as the delay, cell loss rate, and
end-end delay. We compare the performance of the Dynaflow
service and the FRP service using a tandem node configu-
ration. In Section 3 we address the design trade-offs for the
burst store and show the relationship between the cell loss
rate and the buffer size. Section 4 concludes the paper.

2 Performance analysis

We developed a mathematical model to analyze the loss ratio
and the delay time of the Dynaflow service. In this section,
we assume that the buffer size of the burst store is large
enough that the cell loss occurs only due to the lack of the
bandwidth of the link between the burst store and the core
switch fabric.

2.1 Modeling

We focus on a certain output link. If the output link band-
width is available, a newly arriving burst is forwarded from
input to output link directly. If the newly arriving burst is
rejected due to the lack of output link bandwidth, it is di-

verted to the burst store. The burst store is connected to
the switching fabric via input and output ports. Let X, Y,
and Z denote the numbers of flows directly forwarded from
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input to output link, flows diverted to the burst store, and
flows served at the burst store (See Fig. 3).

Taking the output link capacity as unity, the VC peak
rate is a 1/C of the link capacity, where C is an integer.
The output link is modeled by a queueing system with C
servers. The equivalent queueing model is shown in Fig. 4.
In the queueing model, there are two classes: class 1 flows
are forwarded directly from input to output link and class 2
flows are diverted to the burst store. If the newly arriving
burst finds that X < C, it is marked as class 1 and forwarded
directly from input to output. Otherwise the burst is marked

as class 2 and diverted to the burst store. Note that Z =
max(C - X,Y}.

2.2 Steady state distribution

We assume that a flow arrives according to Poisson process
with rate A. Each flow has an exponentially distributed burst
duration with mean of g~!. Let us define the probability
distribution for X and Y at time ¢.

n(z,y;t) = Prob{X = z,Y =y at time t}.

This system can be regarded as a quasi birth and death pro-
cess [8], whose state is denoted by (x, y), where z > 0,
0 € y € C. The states are ordered in the lexicographic order.
Namely the steady state probability of the {(C + 1)z +y)-th
state is denoted by m(c41)z4y and it is defined as

T(C+l)z+y = tEr& 77(97, ¥ t)'

The state transition diagram is shown in Fig. 5. The in-
finitesimal generator of this quasi birth and death process is
expressed in terms of (C + 1) x {C + 1) sub-matrices, B,,
B,, A,, A,, and A, as in Eq. (1).

B, A, g -
B, A A, o
o 24, A, A, o
Q= (1)
o 34, A, A, o
0



"

The contents of the sub-matrices are given below. The di-
mensions of the following matrices are (C+1) x (C+1). The
submatrix governing the upward transition of ¥ is given by

Ao=(00)~ ()

0 A
The submatrices governing the downward transition of ¥ are

given by
B, =A, =l (3)

The submatrices governing the transition within the same
level of y are given by

2

do X 0 . 0
w di A 0 ... 0
0 2u d, A 0 o

B,=| : - - S, (@)
D0 (C=Vp de-1 A
0 0 0 ( 0) Cp  dc

where d; = —(\ + ip) for the level Y=0 and for the level
Y # 0 we have

A =B,-B,. (5)

Lettin 7 = (Tk(c+1)s+--» Fr(C+1)+C)y We have the rela-
tionship:

My = ®kCh, (6)

where C = —kA,(Cr-, Ao+ A)) ' and C, = -B,B, .
For the derivation of Eq. (6), see appendix A. Letting D; =

C;"'and R = H?=1 D;, we have

T = ‘KORk. (7)
The normalization condition is given by

(==

Z wre = 1, (8)

k=0

where e is the unit column vector whose elements are all 1
(the dimension of e should be defined appropriately in the

context in what follows). Eq. (8) can be rewritten as

To (I+iRk)e=l.

k=1

In actual calculation, we truncate the infinite summation in
Eq. (9). Define S, = I+ ;_, Ri. We calculate m; up to k
= n such that §, = S,_,, where = indicates the element-
wise equality of two matrices. Once n has been decided, =y
is derived downward from k& = n to 1. We truncate Eq. (1)
into n X n blocks, each of which is a submatrix whose size is
(C +1) x (C + 1). The relationship of the n-th block of the
truncated infinitesimal generator becomes

9)

Tn-1 Ao + A =0, (10)

where A’ = A,+A,. Substituting the relationship of Eq. (6)
into Eq. (10), we have

7, (Cndo+ A) = 0. (11)
Solving Eq. (11) with the nominal normalization condition
7.e = 1, we have w,. Once we have x,,, we get w; downward
from k = n — 1 to 0 by using Eq. (6).
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Figure 5: State transition diagram for (X,Y").

2.3 Cell loss ratio

From the steady-state distribution, we have the distribution
of the number of flows diverted from a single output link,
fy(y) = Prob{Y = y} as follows.

C

IO EDIEIERY)

z=0

(12)

fory=0....

Let W denote the total number of flows diverted from all
the output links, ie., W = Z?LY,-, where M denotes the
number of output links and Y; denotes the number of diverted
flows from i-th output link. fi(w) = Prob{W = w} is the
M -fold convolution of fy(w).

fw(w) = fy *...% fy(w) (13)
M times

We assume that the link capacity between the burst store
and the ATM switch is equivalent to the input and/or output
link of ATM switch, i.e., C and there are N burst stores are
%%%lﬁgted to the ATM switch. We have the cell loss ratio

1

CLR= fo (0 = NC)* fw (w)duw, (14)

where A = M)/Cpu denotes the average arrival rate offered
to the entire switch and

+_f =z ifz>0
(z)" = 0 otherwise

Figure 6 shows that the relationship between the CLR and
the number of the burst stores. We set the number of switch
ports to 256 and the offered load p = A/Cp is 0.6
peak rate is changed from 1/16 to 1 of the link capacity. In
Fig. 6 we observe that the CLR drops sharply after a certain
number of burst store ports. This knee point corresponds to
the average number of diverted flows. For exampie, if the VC
peak rate is 1/8, the average number of diverted flows from
one output link Y is found to be 0.33. It follows that the
total number of diverted flows from all the output links W
becomes 256x0.33 = 84 flows = 10.6 (=84/8) burst stores.
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Figure 6: Cell loss ratio versus the number of burst store
ports.

The CLR curves drops sharply after 10.6 burst store ports
in Fig. 6 for the VC peak rate = 1/8. If the VC peak rate
is 1/8, then 17 burst store ports are sufficient to support a
CLR, of less than 1.0e-6. As the switch size grows, we can
expect the number of burst stores needed to maintain the
CLR below 1.0e-6 grows more slowly.

2.4 End-to-end delay

If both class 1 and 2 traffic flows are treated equally in the
queueing system in Fig. 4, this system is regarded as an
M/M/m queueing system. We derive the mean system time
(queueing delay plus burst transmission time) of class 1 and
2 in terms of the mean system time of the M /M/m queueing
system.

This system is a work conserving system with the assump-
tion of the Poisson arrival and the exponential service time.

Applying the work conserving law {9, we have
(15)

where p; and T; denote the offered load and mean system
time of class i, respectively and p and T denote the offered
load and mean system time of the M /M /m queueing system,
where p = A/Cu. Since class 1 traffic is not queued, the mean
system of class 1 is given by the mean burst duration z~1.
The offered loads for classes 1 and 2 are given by splitting
the total offered load p by probability gx{C'), where

T+ p2T2 = pT,

o0
gx(z) = Prob{X =z} = E w(z,y) forr =1...C.
y=0
(16)
Thus p; = p(1 — gx(C)) and p2 = p-p1.
Consider a tandem network composed of H nodes. The
average queueing delay for class 2 at each node is given by
T, — 1/p. Assuming independence among the nodes, the

average end-end delay is approximated by

H
Dp=3 ( " )gX(C)k(l_gX(C))H_k(k(Tz—1/#)+1/,u,).

k=0
(17)
Here, we compare the end-end delay of the Dynaflow and
the FRP services. To calculate the end-end delay of FRP we
employed the method in [10]. Figure 7 shows the end-end
delay time as a function of the offered load when H=2 and
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5. The delay time is normalized by burst duration in Fig. 7.
We assume that a propagation delay time is zero. We ob-
serve that while the maximum throughput is limited for FRP
as the number of hops increases, the maximum throughput
of the Dynaflow is not limited even if the number of hops
grows. In FRP, the bandwidth of each hop link all the way

to the destination needs to be reserved in advance before the
source starts sending burst. As the number of hops grows,

this is less likely to be successful on all the links between the
source and the destination. On the other hand, Dynaflow al-
lows a burst to be sent to an intermediate node and stored in
that node’s burst store until the downstream link bandwidth
becomes available. Therefore the Dynaflow service outper-

forms the FRP service with respect to the end-end delay and
the maximum throughput.

3 Naive design of burst store

3.1 The burst store selection policy

As the switch size increases, extra burst stores are attached
to a Dynaflow switch. In a switch with multiple burst stores,
it is crucial to select an appropriate burst store, when a flow
is to be diverted. The burst store that is most unlikely to
overflow after the flow has been diverted is considered as a
candidate. In what follows, we develop a formula for calcu-
lating the time for the burst store to overflow.

The burst store is composed of a collection of queues as-
signed to individual flows (henceforth we call it a flow queue).
At a certain instant, some flow queues may increase and the
others may decrease. Once a decreasing flow queue becomes
empty, the flow queue does not contribute to the total queue
length evolution. Therefore the total queue length evolvesin
a complicated manner.

Let a;(t), b;(t), d:(t), and g¢;(t) denote input, output, net
rate and length of queue ¢ at time . The net rate is de-
fined as the mput rate minus the output rate of the queue,
d;(t)=a;(t) — b;(t). For brevity, we omit the time ¢ of no-
tations when ¢ = 0. We consider a new flow is going to be
diverted to the burst store at ¢ = 0. Let the new flow’s input,
output, net rate, and queue length be denoted by a(t), b(t),
d(t), and g(t).

Suppose there are m queues (queue 1,...m} in the burst
store and n out of them are monotonically decreasing at t =
0. Let 7; denote the time for the queue of flow i to become
empty, i.e., &y = —q;/d; for 1 <i < n. Rearrange the suffix
so that ¢ < j if 7 < 7j. The increasing and/or decreasing
rate of the total queue length changes at = (¢ = 1,...,n).



The total queue length () at 7 is given by

k

Q) = Q+ 7e(d + D) = 3 _(md; +q;)-

=1

(18)

For the derivation of Eq. (18), see Ref [11]. Note that to
calculate Q(7;) in Eq. (18), we only have to know about the
state of flows 1 through k.

In order to keep track of the total queue length evolution,
we sort all the decreasing queues with respect to 7. Then
we calculate Q(73) incrementally using 7;, where ¢ < k and
check if it is larger than the maximum queue size Qe If
it is larger than QQmaz, the time of overflow is given by

= (Q(Tk) - Qma;!:)fk-l + (Qma:: - Q(Tk—l))fk
Q) + Q(re—1) ’

When we calculate all the @Q(r:), k =1,...,n and find that
Q(7n) € @maz, the time to overflow is given by

= @maz — Q(Tn)
d+D- E?:l d".

(19)

(20)

We cannot estimate the exact time to overflow since an-
other new flow might arrive or depart before the buffer over-

flows, causing 7% to change. Despite this, this selection policy
is the most reasonable one which we could take at the deci-
sion time. For the time being, we assume that this selection

policy is used. We investigate alternative selection policies
to relax the computational complexity in Section 3.3.

3.2 Buffer size requirements

We conducted computer simulation to investigate the CLR
due to burst store buffer overflow. We assume that offered
load = 0.6, switch size = 256 ports excluding burst stores
ports, and the VC peak rate = 1, 1/4, 1/8, 1/16 and the
number of burst stores is 180, 45, 20, 9, respectively. Fig-
ure 8 shows the CLR as a function of the burst store buffer
size, The buffer size is normalized by the number of output
links and the average burst length. The buffer size is dis-
tributed among all the burst stores evenly. From Fig. 8 we
can dimension the buffer size required to achieve the target
CLR. For example a buffer size of about 1.1 bursts per out-
put link is required for VC peak rate = 1/4 to keep the CLR
less than le-5. Since this buffer is distributed over 45 burst
stores and there are 256 ports, each burst store requires 5.8
(=1.1x256/45) bursts in this case. So a burst store of 4
MBytes could handle an average burst size up to 700 kBytes
and a burst store of 16 Mbytes could handle an average burst
size up to 2.8 MBytes.

3.3 Alternative burst store selection poli-
cies
Once we have decided to divert the flow to a burst store,
we should choose the burst store that is most unlikely to
overflow. We developed the burst store selection method
in Section 3.1. Calculating the time to overflow, however,
takes a non-trivial amount of time, which is proportional
to the number of diverted flows. Below we consider three
approximate burst store selection methods: (1) least input
rate, (2) least net rate, and (3) longest approximate time to
overflow. Regarding the method (3), we select the burst store
that would take the longest time to overflow if we admit the
new flow. While the queue length evolution we developed in
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Section 3.1 keeps track of the exact queue length evolution
of each individual flow, the method we develop here neglects
the evolution of the individual flow’s queue. This reduce the
computational complexity. We consider two cases.

Casel D+d>0
When the total net rate including the newly diverted
flow is positive, the queue is approximated to increase
monotonically and eventually overflow after the time

maz T
ug =7 elapses.

Case 2 D+d <0
Since the queue length of the new flow grows monoton-

ically, the burst store eventually overflows even though
the total net rate is negative, i.e., D + d < 0. This im-
plies that there is a time instant when the total net rate
D(t) becomes positive. The total increasing rate of the
burst store queue becomes positive after all the decreas-
ing queues are empty. We assume that all the queues
do become empty and calculate the time to overflow, as

—pia +

We conducted computer simulation to investigate the ef-
fect of these schemes. The simulation results for these ap-
proximations are shown in Fig. 9. We used the same as-
sumption as in Fig. 8, We only plot the result for one VC
peak rate: 1/4. We also plot the result obtained by an op-
timal scheme using employ the selection policy developed in
Section 3.1. All the above policies are simple and their de-
viations from the optimal scheme are small. Since the exact
method requires considerable computation time to sort the
queues with respect to 7, and keep track of each individual
queue behavior, we argue that these policies are effective.

4 Closing remarks

We presented a new ATM service called Dyneflow, in which
connections are established on-the-fly and maintained by pe-
riodically transmitted control cells. Since the Dynaflow ser-
vice does not require pre-established connections, it can han-
dle the growing number of short-lived connections such as
WWW traffic with a minimum control overhead while guar-
anteeing the bandwidth needed to transfer the data for the

session. . . .
We developed a mathematical model to investigate the

performance of a central shared buffer called a “burst store”,
to which a blocked flow is diverted if the output link is con-
gested. We derived performance measures such as loss ratio,
average delay time, and end-end delay time. We compared
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Figure 9: Comparison of the burst store selection policies.

Dynaflow to the Fast reservation protocol {FRP) and demon-
strated that Dynaflow can achieve higher overall throughput
due to the elimination of reservation delays, and through the
use of shared burst-stores. We also presented a naive design
of the burst store architecture and showed the relationship
between the CLR and the buffer size. Through computer

simulation we demonstrated that the central shared buffer
approach reduces the buffer size requirements by a factor of

two as the switch size grows from 32 to 256 ports, allowing
us to obtain economies of scale.
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Appendix
A Derivation of Eq. (6)

Here, we derive the relationship between wx_, and . in
Eq. (6). From Eq. {1}, the relationship among the first three
probability vectors can be written as

FoBo+m B, = o0 {21}
Todo + 7,4, 427, 4, = o0 {22)
m, A+ A +37, 4, = o {23)

From Eq. (21), we have

B, = -mB,
£, = -mB,B,"!
= WICI,

where C, =-B, B, . From Eq. (22), we have

2m, A, = —mw, A, —-m. A,
= -7 C A, -1 A,
= -x,(C,A;+A4)
® = =2m,A(C.A.+ A,)7!
w,C;,

where C, = —2A4,(C, A, + A,)"!. From Eq. (23), we have

InsA, = ~mA,-mA,
= —-m,C,A, —mA,
= —m(C:A.+A,)
w, = -3myA(C A+ A
73C,4,

where C, = —34,(C,A, + A,)"!. By induction, we have
the relationship:

Ther = w10, (24)

where Cf = —kA,(Cr—, 40+ A,)7 .









