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Abstract
The rapid development of Asynchronous Transfer

Mode technology in the last ����� years has stimulated
renewed interest in the design and analysis of switch�
ing systems� leading to new ideas for system designs
and new insights into the performance and evaluation
of such systems� As ATM moves closer to realizing the
vision of ubiquitous broadband ISDN services� the de�
sign of switching systems takes on growing importance�
This paper seeks to clarify the key architectural issues
for ATM switching system design and provides a survey
of the current state�of�the�art�

�� Intoduction

Switching systems are central components in commu�
nications networks and serve two key purposes� First�
they allow a reduction in overall network costs by re�
ducing the number and�or cost of the transmission links
required to enable a given population of users to com�
municate� Second� they enable heterogeneity among
terminals and transmission links� by providing a vari�
ety of interface types� ATM networks have introduced
a range of new issues into switching system design� but
the principal ones arise from two key features of ATM�
The 	rst is its support of multi�rate virtual circuits with
statistical multiplexing for e
cient transmission of mul�
timedia and data tra
c� The second is its support for
multicast virtual circuits which enable e
cient trans�
mission of information from a source to many receivers�
At the same time� switching systems for ATM� must
address the fundamental issues of scalability� reliability
and cost�e�ectiveness� The pressure of the competing
requirements on switching systems� together with new
opportunities created by advances in underlying tech�
nologies� have helped to spark a remarkable period of
creativity in switching system design�

As the title of the paper suggests� we attach con�
siderable importance to the issue of scalability in ATM
switch design� While one can build communication net�
works of arbitrary size using switching systems of lim�
ited capacity� it turns out to be far more cost�e�ective
to use switching systems that have su
cient capac�
ity to handle tra
c from tens or hundreds of thou�
sands of individual users� As ATM networks are more

widely deployed and approach the sort of ubiquitous
usage that telephone networks enjoy� there will be a
compelling need for high capacity systems� Just as
telephone switches require capacities of ���� Gb�s to
provide cost�e�ective service to large user populations�
ATM switches supporting applications using thousands
of times the bandwidth of traditional voice services� will
need terabit per second capacities� This in turn de�
mands switch architectures with linear or near�linear
scaling characteristics�

There have been several prior surveys of ATM
switching that provide useful insights into this 	eld�
The papers by Ahmadi and Denzel�� and Tobagi ����
provide good coverage of the state�of� the�art as of the
���� time frame� The paper by Zegura ���� introduces
a systematic method for comparing architectural alter�
natives in a quantitative fashion and uses it to demon�
strate substantial di�erences in the cost�performance of
di�erent switch architectures� In addition� the book by
DePrycker ���includes a survey of a representative set
of ATM switching system designs and the collection of
papers by Dhas� Konangi and Sreetharan ��� provides
a good introduction to the literature�

This paper seeks to place the key architectural is�
sues raised by the design of ATM switching systems
into perspective� While we do not provide a compre�
hensive survey� we have sought to capture the major
ideas that have emerged from the switching research
community in the last decade� and to 	t them into
a framework that facilitates the comparison of di�er�
ent system designs� The paper does not make any ex�
plicit technology assumptions� but we do tend to focus
on systems that can be e�ectively implemented using
CMOS integrated circuits� CMOS is clearly the domi�
nant commodity circuit technology today and is conse�
quently the standard of comparison against which other
circuit technologies must compete� Higher speed tech�
nologies� such as GaAs� do allow relatively high capaci�
ties to be achieved with single stage designs� providing
some potential advantage� but this advantage has yet
to be demonstrated� We group systems into three ma�
jor categories� single stage switching systems� bu�ered
multistage systems and unbu�ered multistage systems�
The succeeding sections of the paper are organized by
these categories and within each section� a variety of
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Fig� � Simple Bus�Based Switch

sub�categories are detailed�

�� Single Stage Switching Systems

Most ATM switches today use one of several single
stage switching techniques� Single stage switches are
relatively simple� but are limited in the number of ports
and total throughput that they can support e�ectively�
This section surveys the major categories of single stage
switches and discusses the key design and performance
issues�

��� Buses

The most common form of switching system is built
around a simple passive bus� as illustrated in Figure ��
Arriving cells 	rst pass through an Input Transmission
Interface �ITI�� which converts the �typically optical
signal� to a parallel electronic form� This involves re�
covering timing information from the encoded signal
and presenting the decoded signal to the subsequent
components� The Input Port Processor �IPP� imple�
ments the input processing functions at the ATM level�
This typically involves synchronizing the arriving data
stream to the internal timing of the switch� checking
for ATM header errors and performing a routing ta�
ble lookup based on the arriving cells VPI and VCI�
Given this information� the lookup yields an outgoing
port number and a new VPI and VCI which replace the
original values of these 	elds as the cell is forwarded on
the outgoing link� To transfer data to outputs� IPPs
contend for access to the bus �using one of a variety
of bus�contention techniques� and then transmit cells
on the bus in parallel form� using all w signal lines�
Along with the received data� the IPP transmits the
number of the output port on which the cell is to be
forwarded� The Output Port Processors �OPP� com�
pare the output port numbers in cells observed on the
bus to their own addresses and bu�er matching cells
in a queue prior to transmission� The OPP may im�
plement a simple 	fo� a collection of several 	fos with
di�ering priorities or per virtual circuit queues� It may
also implement one or more congestion control mecha�
nisms to improve queuing performance in the presence

of bursty data tra
c� The Output Transmission Inter�
faces �OTI� encode data for transmission and convert
it to optical form for transmission to distant switches
and terminals�

In addition to the data path components empha�
sized in Figure � a switch must also have a Control
Processor �CP� which con	gures the IPP routing ta�
bles in response to user requests� The CP is typically
implemented as a general�purpose processor with the
appropriate software to perform terminal�to�switch and
switch�to�switch signaling� in addition to switch control
and maintenance functions� In some systems� the CP
is connected directly to the bus and may also have a
separate control bus connecting it to the memory im�
plementing each of the routing tables� Alternatively�
the CP may be connected to the system through one
of its external ports� and communicate control informa�
tion using ATM cells carried on a designated VPI�VCI�
This requires that the IPPs and OPPs have the ability
to interpret and respond to control cells appropriately�
In larger switching systems� multiple control processors
may be required� The most straightforward approach
in this case is use a conventional shared memory multi�
processor� To provide non�blocking communication� a
bus supporting n ports� operating at a data rate of R
bits per second each� must provide a bandwidth of at
least Rn bits per second� If the clock frequency used
for the bus is r Hz� the bus width� w� must be at least
Rn�r� For example� a system supporting �� OC�� links
with an internal clock rate of �� MHz� requires a bus
width of about �� bits� Notice that as the number of
ports in a system increases� both the number of ports
connecting to the bus and the width of the bus must
increase� This yields a quadratic growth characteristic�
making it uneconomical to implement very large sys�
tems� Another problem with bus systems is that as the
number of ports connecting to a bus increases� the ca�
pacitive loading on the signal lines grows� reducing the
maximumclock frequency that can be achieved �that is
r shrinks with the capacitive loading�� This means that
the bus width must grow faster than the port count in
order to maintain su
cient bus bandwidth� There are
techniques to reduce or eliminate the impact of this ca�
pacitive loading e�ect� but they are more complex to
implement�

For smaller capacity switches �up to a few Gb�s��
the bus�based architecture is very common� A typical
commercial system is the ForeRunner ASX���� made
by Fore Systems ���� TranSwitch produces and sells
an integrated circuit that implements the IPP and OPP
functions and the required bus� interface logic for a bus�
based switch� A detailed description can be found in
reference �����

��� Rings
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Fig� � Ring�Based Switch

Figure � shows a single stage system implemented using
a ring� This system contains the same components as
the bus system described above� but replaces the bus
with a ring�based interconnect� Each IPP and OPP has
an associated Ring Interface �RI�� which is responsible
for inserting data onto the ring and removing data from
the ring� The simplest ring protocol for ATM switches
uses a time slotted approach in which cells are sent on
the ring synchronously during speci	ed time slots� and
a busy�idle bit is used to indicate the availability or
unavailability of a given time slot� An IPP with a cell
to send waits for the start of a time slot in which the
busy�idle bit indicates that the time slot is available�
changes the value of the bit to make the time slot busy
and then transmits the cell within the time slot� OPPs
compare the output port number of transmitted cells to
their own address and copy matching cells o� the ring�
changing the value of the busy�idle bit to indicate that
the slot is now available�

Ring systems� like buses� have quadratic growth
characteristics� but unlike buses� they are not further
limited by capacitive loading e�ects� Because all data
transmission is point�to�point� one can typically oper�
ate rings with higher clock frequencies than bus systems
implemented using the same technology� This can be�
come a signi	cant factor in systems with large numbers
of ports� Rings do introduce some additional latency�
relative to buses� but for switching applications these la�
tencies are typically fairly modest� For example� a ring
supporting �� OC�� links with a ring clock rate of ��
MHz and a latency of two clock ticks per ring interface
would have a latency of under one microsecond� which
is about one third the time required to transmit the
cell on the external OC�� link� While rings are popular
in local area networks and have advantages over buses
in switch design� they are not often used for this pur�
pose� One system that does use a ring for switching is
described in ����

��� Queuing Issues in Single Stage Switches

ATM networks are designed to handle a variety of dif�
ferent types of applications� including applications with
time�varying data rates� For applications in which the
peak data rate is much larger than the average data
rate� statistical multiplexing is used to share the link
bandwidth most e
ciently among the competing data
streams� In single stage systems based on buses and
rings� the queuing occurs primarily at the OPPs� The
amount of memory needed for e
cient statistical multi�
plexing is highly dependent on the ratio of the link rate
to the peak transmission rate of individual streams� If
this ratio is high enough �say ���to�� or more�� small
bu�ers are su
cient� If the ratio is small� the total
bu�er requirement at an OPP may need to be as high
as ten times the size of the average sustained data burst�
in order to achieve acceptable bu�er over�ow probabil�
ities� Note that when we say burst size� we mean the
size of an application�level burst of data� not the size
of a transport level packet� For an application such as
interactive� high resolution image retrieval� burst sizes
of � MB are typical� leading to required bu�er capaci�
ties of up to �� MB� if the data transfer rates are high�
relative to the link rates�

Figure � is a contour plot showing how the cell
loss rate varies as a function of the ratio of link rate to
peak virtual circuit rate� and as a function of the ra�
tio of burst size to bu�er size� This plot was produced
by simulation of on�o� bursty tra
c with exponentially
distributed holding times in the on and o� states and
an average tra
c intensity equal to ��� of the link�s
capacity� Similar plots can be produced for di�erent
holding time distributions� such as a heavy�tailed dis�
tributions like the Pareto distribution� The e�ect of
changing to a Pareto distribution is to shift the place
where the contours intercept the horizontal axis to the
right� There is no change in where the contours inter�
cept the vertical axis�

For systems in which large bu�ers are needed to ob�
tain e
cient statistical multiplexing� delay can become
a signi	cant factor� This leads to a requirement for
multiple priority levels� to allow real�time tra
c with
limited rate variability to obtain access to the link with�
out substantial queuing delays� As a result� switches
will often have two or more service class speci	c queues
in the OPP� Some systems go further and provide per
virtual circuit queues to ensure fair access to the out�
put link for competing bursty data sources� This adds
some complexity to the output port processor but can
be important for good performance when the ratio of
link rate to peak virtual circuit rate is small� This is
most often the case when the link rates are relatively
low ���� Mb�s or less�� Higher bandwidth links can
often get by with smaller amounts of bu�ering and less
sophisticated bu�ering techniques�

In a bus or ring system in which the bus�ring band�
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Fig� � Contour Plot of Cell Loss Rate �peak�to�avg���� of�
fered load���	


width is equal to the sum of the input link bandwidths�
all queueing occurs at the outputs� Consequently� the
overall queueing performance is determined entirely be
the OPP design� Other switch architectures can ap�
proximate this characteristic by making the bandwidth
of the data path between interconnection network and
the output port processor larger than the output link
bandwidth� In most cases� a factor of two is adequate
and a factor of eight to ten is ample under any realistic
tra
c scenario�

��� Shared Memory

In bus or ring based switches in which large queuing
memories are provided at the output ports to ensure
good statistical multiplexing performance� one observes
that the average memory utilization is usually quite
low� This suggests that there is an opportunity for re�
ducing the overall system cost by sharing the memory
among the various output ports� instead of dedicating it
to each output� This can be done by introducing a large
shared memory connected to the bus or ring containing
per�link or per�VC queues� implemented as linked lists�
Because this implies that cells must pass 	rst from the
input ports to the shared memory and from there to
the outputs� the bus�ring bandwidth must be doubled
for nonblocking switching and the memory bandwidth
must be at least as large as the bus�ring bandwidth�
While this can be di
cult to achieve in larger� high
speed systems� the cost�reduction available through the
sharing of the memory can be substantial� In typical
cases� the amount of memory needed in a shared bu�er
system is just two to three times larger than the amount
needed for a single output port in the case of dedicated
bu�ering� So in a �� port OC�� switch� we could reduce
the bu�er memory requirement by a factor of � to ��
at the cost of increasing the parallelism of the bus�ring
from �� to ��� and using a memory subsystem with an
aggregate bandwidth of at least ��� MB�s�

MMC Networks makes a set of chips that can be
used for shared memory switches� A detailed architec�

tural description of a shared memory switch using these
devices can be found in �MMC���

��� Crossbars

The last major class of single stage switch is the cross�
bar� shown in Figure �� A crossbar comprises an array
of crosspoints� which when closed� connect a horizon�
tal data path to a vertical data path� thereby creat�
ing a connection between an input port and an out�
put port� Crossbar�based systems can be signi	cantly
less expensive than bus or ring systems with equivalent
performance because the crossbar allows multiple data
transfers to take place simultaneously between disjoint
input�output pairs� This means that each IPP �OPP�
need only have the ability to send �receive� data at the
rate of its input �output� link times a small constant
�called the speed advantage�� while in a bus or ring sys�
tem� it must be able to send �receive� data at n times
the link rate� The overall bandwidth of the crossbar
must be at least as large as the comparable bus or ring�
but each IPP and OPP need not interface directly at
the full system bandwidth� allowing the overall system
cost to be signi	cantly reduced�

The speed advantage required in a crossbar system
depends on the nature of the tra
c and the desired
queuing behavior� If the queuing is to be done primar�
ily at the outputs� the speed advantage must be large
enough so that contention for outputs� caused by the
natural random timing of cell arrivals� does not cause
too many cells to accumulate at input ports� For bursty
tra
c with peak rates that are small relative to the link
rates� a modest speed advantage �say �� is su
cient�
For larger peak rates� the speed advantage may need
to be increased to prevent signi	cant queuing at the in�
put ports� References ���� ���� ���� describe crossbar�
based switches that use a speed advantage to reduce
or eliminate output contention� The knockout switch
described in ���� also addresses output contention by
increasing the bandwidth of the data path from the
crossbar to the OPPs� In this case however� there is no
central controller� Instead� there is a knockout concen�
trator for each output� which accepts cells from any of
the inputs and concentrates them onto a smaller num�
ber of outputs �typically ��� which in turn feed into the
output bu�er in the OPP�

Some switch designers seek to avoid the require�
ment for an output speedup by providing cell bu�ers at
each crosspoint of the crossbar� If su
cient bu�ering
is provided in the crossbar� head�of�line blocking can
be avoided in the IPPs and the bu�ers storing cells for
any particular output compete for that output�s band�
width� independently of all other outputs� Examples
of such designs can be found in ���� ���� ����������
Because this approach dramatically increases the com�
plexity of the crosspoints� the number of which grows
quadratically with the number of switch ports� it be�
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Fig� � Crossbar�based Switch

comes prohibitively expensive �in comparison to alter�
native designs� for all but the smallest con	gurations�

Another way to avoid the need for a speed advan�
tage in the crossbar is to queue at the input ports in�
stead of at the outputs� However� to achieve e
cient
system operation� one cannot use a single 	fo input
queue� since this leads to head�of�line blocking� There
are several alternatives to a single input queue� The
most e�ective is to maintain a separate linked�list queue
for each output port� or each virtual circuit� Another
bene	t of input bu�ering is that it does allow a cer�
tain amount of bu�er sharing� reducing the memory
requirements� relative to a system using output queu�
ing or crosspoint queueing� Examples of designs of this
sort can be found in ���� ���� ���� ���� ���� ����

The control of crossbar systems is signi	cantly
more complex than for bus or ring systems� Typically�
IPPs signal to a central crossbar controller� which out�
put or outputs they have cells for� and the controller
matches inputs to outputs so as to maximize the num�
ber of cells that can be switched in the upcoming data
transfer cycle� con	gures the crosspoints appropriately
and informs each selected IPP of which output it has
been connected to� The IPPs may include a priority
for each requested output �typically these are dynamic
priorities that depend on the number of cells that each
IPP has waiting for the requested output�� In this case�
the controller seeks to maximize the sum of the priori�
ties of the cells selected for transmission� The problem
that must be solved by the controller is a maximum
matching problem� While exact algorithms for both the
weighted and unweighted versions of the problem are
known� they are computationally too expensive to use
in most switching applications� Consequently� various
approximate matching algorithms are generally substi�
tuted� While these produce good results in typical sit�
uations� they can produce matchings that are signi	�
cantly sub�optimal in the worst�case ���� ���� ����

��� Multicasting in Single Stage Switches

An important feature of ATM networks is their ability
to support multicast virtual circuits for communication
among groups of arbitrary size� A simple one�to�many
multicast enables data transmission from a source to
many receivers� Many�to�many multicasts are also pos�
sible� although not currently supported by standards�
For switches with a moderate number of ports� multi�
cast can be implemented by including a bit vector in the
routing tables in the IPP� with one bit for each output
port� When an IPP transfers a cell on the bus or ring�
it includes the bit vector with the cell� OPPi� upon re�
ceiving the cell� checks bit i of the bit vector and copies
the cell to its output queue if the bit is set� Otherwise it
ignores the cell� This approach� while very simple� has
the drawback that it results in every copy of the cell
having the same VPI�VCI combination� This compli�
cates the switch control software considerably and can
lead to blocking due to clashes on the VPI�VCI values�
This can be corrected by adding routing tables to each
of the output ports� containing new VPI�VCI values for
the outgoing cells� Typically� these tables are indexed
using aMulticast Identi�er obtained from the IPP rout�
ing table� In this case� each output routing table con�
tains an entry for every multicast identi	er� including
those for which it does not actually forward cells� This
leads to ine
cient use of memory �potentially� this ap�
proach uses nearly n times the memory required for
point�to�point switching�� which can be avoided by us�
ing a Content Addressable Memory �CAM� instead of
a simple lookup table�

In shared memory switches� arriving multicast cells
must be included in the linked list output queues for all
the output links on which the cell is to be sent� When a
cell arrives at an IPP� it is transferred on the bus or ring
to the shared bu�er� copied into memory and then a
pointer to the stored cell is included in the linked list for
each of the outputs which is to get a copy� The transla�
tion from multicast identi	er to outgoing VPI�VCI can
be done when the cell is read from each output queue
on which it is placed� Again� this can be done with
either a simple lookup table or a CAM�

For crossbar switches� multicast forwarding raises
some more di
cult issues� First� the crossbar controller
must be able to accept requests to send a single cell
to an arbitrary subset of the outputs rather than to
just a single output� This requires that an IPP with a
multicast cell to send� provide a bit vector indicating
which outputs it needs� If two contending multicast
cells have some but not all outputs in common� e
�
cient system operation requires immediate forwarding
of as many copies as can be sent� without waiting for
those that must be held back due to the con�ict� This
in turn� means that IPPs must keep track of which out�
puts a given multicast cell has been forwarded to� so
that subsequent transmission attempts target only the
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ones that have yet to receive a copy� In systems using
input queuing� queue management for multicast con�
nections can be complex� if one seeks to prevent a busy
output port from slowing the transmission of copies of
multicast cells to less busy ports�

��� Scaling Up Using Port Multiplexing

One way to build switching systems handling larger
numbers of external links is to multiplex multiple ex�
ternal links onto a single higher speed link and then
use a single stage switch whose ports operate at the
higher speed� This approach is used in a number of
ATM switches� which are designed for external links of
��� Mb�s but which internally use single stage switches
capable of data rates of ��� Mb�s� One example is the
Fore Systems ASX ��� ���� For any given circuit tech�
nology� there is a limit to the applicability of this tech�
nique� but within its range of applicability it o�ers the
most cost� e�ective way to scale up to larger sizes�

�� Bu�ered Multistage Switches

Single stage switching techniques are inherently limited
by their quadratic complexity growth� While the use of
a higher speed core to handle lower speed ports pro�
vides some relief� for any given technology� there comes
a point where greater amounts of parallelism are needed
to obtain higher throughput� For systems implemented
using modern CMOS integrated circuits� bu�ered mul�
tistage networks are among the most attractive� An
example of a bu�ered multistage network is shown in
Figure �� Each of the switch elements used to construct
the network can store some �usually modest� number of
cells in its internal bu�ers� Queues can be located on
the input side� output side or can be shared� There are
two main classes of systems� those that use dynamic
routing and those that use static routing� In systems
that use dynamic routing� each cell is routed indepen�
dently� spreading the tra
c as evenly as possible among
all the di�erent paths between any given pair of input
and output ports� In static routing systems� all cells in
a given virtual circuit follow the same path through the
multistage network� Static routing networks maintain
cell ordering directly� but require explicit path selection
and are far more subject to virtual circuit blocking� Dy�
namic routing networks require the use of some other
mechanism to restore cell ordering� after cells emerge
from the interconnection network� Typically this in�
volves some form of resequencing bu�er�

��� Dynamic Routing

Interconnection networks based on dynamic routing
are among the most cost�e�ective alternatives for large
switches� Perhaps the most popular topology for dy�
namic routing networks is the Bene�s network� Bn�d �the

subscript n is the number of input and output ports
that the interconnection network has� the subscript d is
the number of inputs and outputs of the switch elements
used to construct the network�� The Bene�s network is
constructed recursively� For n � d� it consists of a sin�
gle d input� d output switch element� For n � d�� it
has three stages� with d switch elements in each stage
and a single link connecting each pair of switches in
consecutive stages �the network in Figure � is a Bene�s
network with n � �� and d � ��� When used to imple�
ment an ATM interconnection network with dynamic
routing� the 	rst stage distributes arriving cells across
all switches in the middle stage to balance the load�
The second and third stages route cells to the output�
using an output port number inserted in the cell header
by the input port processor� This output port number
is interpreted as a pair of base d digits� reducing the
routing process to a straightforward selection of one of
d outputs in each of the last two stages� The Bene�s
network topology generalizes naturally to 	ve� seven or
more stages� To construct a network with n � dk� one
	rst constructs d networks with n � dk��� these subnet�
works form the central stages of the network being con�
structed� The central subnetworks are then preceded by
a 	rst stage with dk�� switch elements� each of which
is linked to all of the central subnetworks� The cen�
tral subnetworks are similarly followed by a last stage
with dk�� switch elements� each of which is linked to all
of the central subnetworks� The resulting network has
�k�� stages� altogether� The 	rst k�� of these stages
distribute cells to balance the overall system load� while
the last k route cells using successive base d digits of
the cells� output port numbers�

The Bene�s network is particularly attractive for
dynamic routing networks because under dynamic rout�
ing� the average load on its internal links is guaranteed
to be no larger than the maximum load on its inputs
or outputs� This means that excellent performance can
be obtained with internal link bandwidths that are not
substantially larger than those of the external links� As
with a single stage crossbar� some speed advantage may
be needed to handle bursty tra
c with high peak data
rates� Because the tra
c distribution reduces the e�ect
of high peak rates on the Bene�s network�s internal links�
it is usually su
cient to provide this speed advantage
only at the very last stage of the network� on the data
paths joining the last stage switch elements with the
OPPs�

One drawback of the Bene�s network is that it must
be expanded in fairly large increments �factors of d��
When d is larger than �� this can be a substantial con�
straint� Fortunately� the topology can be easily gener�
alized to allow expansion in smaller steps� Moreover�
with some care in the design of the switch elements�
these networks can be designed to allow expansion while
the system is in operation� One issue with networks
that use dynamic routing is that cells can get out of
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Fig� � Bu�ered Multistage Networks

order as they pass through the system� This requires
the addition of a resequencing bu�er to each OPP� to
restore the correct cell ordering� While a variety of re�
sequencer designs are possible� the simplest approach
is to use time�based resequencing in which cells are
time�stamped when they enter the interconnection net�
work and the OPPs use the time stamp information
to determine the time cells have spent in the intercon�
nection network� allowing them to reorder the arriving
cells back into the correct sequence� Cells that pass
through the network quickly are delayed in the rese�
quencing bu�er in order to give slower cells an oppor�
tunity to catch up� This means that the resequencing
bu�er does introduce some added delay� increasing the
minimum latency of the system� but simultaneously re�
ducing the cell delay variation� For systems with up to
about ���� ports� a resequencing bu�er of between ��
and ��� cells can be su
cient to reduce the probability
of out�of�sequence cells to very low levels�

Systems using bu�ered multistage networks with
dynamic routing have been built by Alcatel ����
���� ���� ���� CSELT ��� ���� ���� ��� and Washington
University ���� ����� �����

��� Static Routing

Static routing networks operate similarly to dynamic
routing networks� except that all cells in a given vir�
tual circuit are constrained to follow the same path�
The routing lookup performed in IPPs of static rout�
ing networks� inserts a path speci	cation into the cell
headers of arriving cells� rather than just output port
numbers� The successive digits of a cell�s path speci	�
cation are used to select output ports in the sequence of

switch elements that the cell passes through� A variety
of interconnection topologies can be used� including the
Bene�s network� One of the most popular alternatives
is a three stage Clos network which is similar to the
three stage Bene�s network but uses asymmetric switch
elements in the 	rst and third stages� In particular� the
switch elements in the 	rst stage have d inputs and r
outputs� while those in the third stage have r inputs
and d outputs� The r middle stage switches have an
equal number of inputs and outputs� typically d�

When a new virtual circuit is to be added from
some input port x to some output port y of a static
routing network� the control processor managing the
switching system must 	nd some path through the net�
work with su
cient unused bandwidth on each of its
links to accommodate the new virtual circuit� For the
three stage Clos network� this can require checking r
pairs of links� to determine if they can accommodate
the addition of the new virtual circuit� If none of the
potential paths has enough unused capacity� the virtual
circuit request is blocked�

If one abstracts the bandwidth requirements of a
virtual circuit as a single scalar value� one can derive
conditions under which a network is nonblocking� For
the three stage Clos network� blocking can be avoided
if the following inequality is satis	ed�

r � �

�
�d� B

��B

�
� �

In this expression� � is the ratio of the bandwidth of
the external links to the bandwidth of the internal data
paths �so the speed advantage is ���� and B is the ra�
tio of the maximum rate of any single virtual circuit
to the bandwidth of the internal data paths� �For ex�
ample� a system with ��� Gb�s external interfaces and
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internal data paths of ��� Gb�s will have � � ���� If
the users whose virtual circuits are routed through this
switching system all have access links that operate at
��� Mb�s� then B � ������ If � and B are both ����
the number of middle stage switches needed to avoid
blocking is �d� �� Similar results can be obtained for
networks with more than three stages� In particular� a
Bene�s network is nonblocking for static routing if

����� � ��� ��d��B��� � ������� � �d� ���k � ���

where k � logd n and n is the number of ports� In gen�
eral� the speed advantage needed to make the Bene�s
network nonblocking is between k and �k � � and ap�
proaches �B�b� � �k � � for larger values of d� This
contrasts sharply with the case of dynamic routing
which requires no speed advantage to make the network
nonblocking� although� as discussed in the next sub�
section� some speed advantage �generally much smaller�
is needed for good queuing performance in both cases�
In systems that are already operating at the maximum
clock rate that the given technology can support� in�
creasing speed advantage must be obtained by increas�
ing the amount of parallelism in the system �typically
by increasing data path widths�� This leads to a pro�
portional increase in cost� making it advantageous to
keep the required speed advantage as low as possible�

CNET ��� designed and implemented the 	rst
ATM switch using static routing� Similar systems were
later produced by NEC ���� Fujitsu ����� Hitachi ����
��� and IBM ���� Virtual circuit blocking analyses for
this class of systems can be found in ��������

��� Queuing Performance of Bu�ered Multistage
Switches

The queuing performance of bu�ered multistage inter�
connection networks is the second key performance is�
sue for this class of systems� The design parameters
that have the most impact on performance are the
speed advantage� the dimensions of the switch elements�
their queue organization and queue size and the pres�
ence or absence of inter�stage �ow control� In general�
large switch elements with shared queues and inter�
stage �ow control give the best performance for a given
total amount of bu�ering� For uniform random tra
c�
a system with shared bu�er switch elements with eight
or more inputs and outputs and four bu�er slots per
input and output� can handle fully loaded input and
output links if the interconnection network has a speed
advantage of about ���� or more�

There has been only limited study of the perfor�
mance of this class of systems for time�dependent traf�
	c� and the models used for these analyses are not com�
pletely realistic� However� there are some general ob�
servations that can be made� Systems using a Bene�s
network with dynamic routing can generally handle any
time�dependent tra
c for which the instantaneous load

does not exceed the bandwidth of the interfaces be�
tween the last stage switch elements and the OPPs�
Consequently� if one can ensure that such overloads oc�
cur very rarely or not at all� one can be assured of
excellent queuing performance with only a small speed
advantage� Determining the probability that an inter�
face is overloaded at any random instant is easy to de�
termine for a wide variety of multiplexed data streams
with time�dependent behavior� using direct numerical
convolution of the individual sources� rate distributions�
In general� overload probabilities are small� even for av�
erage external link loads close to ����� when the ratio
of the peak bandwidths of individual virtual circuits is
small relative to the interface rate� Where this condi�
tion is not met� one must increase the speed advantage
at the output interface to reduce the overload probabil�
ity to acceptably small levels� However� it is not nec�
essary to increase the speed advantage throughout the
interconnection network� One can eliminate the possi�
bility of overloading the interface between the last stage
and the OPP by implementing per virtual circuit �ow
control mechanisms between the OPPs and the IPPs�
This adds signi	cant complexity to the IPP and OPP�
although the memory needed for the �ow control state
information and IPP bu�ering need not be impracti�
cally large in absolute terms�

For networks that use static routing� the queuing
performance in the presence of time�dependent tra
c is
somewhat more problematical� In these systems� con�
gestion can occur on any inter�stage link in the inter�
connection network� There are essentially three ways
to address the congestion issue� First� one can ensure
that it occurs rarely by limiting both the average to�
tal tra
c on any link and�or the ratio of the link rate
to the peak rates of individual virtual circuits� The
second way to address congestion is to provide su
�
cient bu�ering at each switch element to handle typical
data bursts� For virtual circuits whose peak rates are
large� the bu�er sizes must be at least comparable to
the size of average length bursts� For large bu�ers�
one must have separate queues for di�erent classes of
tra
c� in order to prevent real�time tra
c from being
excessively delayed by bursty data tra
c� The third ap�
proach to controlling congestion in multistage networks
using static routing is to employmore sophisticated �ow
control mechanisms between stages� The most e�ective
approach is to have a separate queue for each virtual
circuit that passes through the given switch element� In
this approach� a switch element with a congested out�
put link signals to its upstream neighbors� blocking new
cell transmissions for all virtual circuits using the con�
gested link� These signals can be propagated backward
through successive stages of the network to the IPPs�
where larger bu�ers are typically available for storing
bursts� References ��� ���� ���� ���� ���� ���� ���� ����
provide a sampling of the literature on the queuing per�
formance of bu�ered multistage networks�
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��� Multicasting in Bu�ered Multistage Switches

Multistage networks using dynamic or static routing
can be extended in a fairly direct way to support mul�
ticast communication� For systems that are not too
large� or that involve only small multicast connections�
the set of all outputs for a cell can be encoded and
placed in the cell header at an IPP and used by switch
elements to guide the process of routing and copying
cells to the required outputs� In general� multicasts for
any collection of output sets that can be conveniently
encoded using a modest number of bits can be handled
in this way� For greatest �exibility� systems need to be
capable of labeling di�erent output copies of a given
multicast cell with distinct VPI�VCI values� This re�
quires that IPPs insert Multicast Identi	ers �MI� into
cell headers when cells belonging to multicast virtual
circuits arrive at input ports� These are used by OPPs
to select the proper outgoing VPI�VCI values frommul�
ticast routing tables�

For large systems that must be able to support ar�
bitrary multicasts� a more general technique is needed�
For dynamic networks� one method is to augment
switch elements with multicast routing tables� indexed
by the Multicast Identi	er �MI�� Switch elements use
MIs to select routing table entries that specify the set
of switch element outputs an arriving cell should be for�
warded to� If a Bene�s interconnection network is used�
routing tables are needed in the last k stages of a �k��
stage network� The 	rst k � � stages need only do dy�
namic load balancing� as in the case of point�to�point
cells� Because dynamic routing networks can route cells
belonging to a given multicast virtual circuit through
any part of the interconnection network� the routing in�
formation must be replicated multiple times� This re�
dundancy increases the routing table memory require�
ments signi	cantly and limits the number of distinct
multicast virtual circuits that it is practical to imple�
ment using this approach� The system developed by
Alcatel ������������ ��� uses this method�

Similar techniques can be used for static routing
networks� as shown in Figure �� In this case routing
tables are needed at every stage of a multistage net�
work� As in the case of dynamic routing networks� an
MI can be used to determine the set of output ports
a given multicast cell should be forwarded to� Alter�
natively� the routing table entries may be selected us�
ing arriving cells� VPI�VCI values� and the entries can
specify both the set of outputs to receive copies and the
VPI�VCI values to be assigned to the outgoing copies
on each of that switch element�s outgoing links� This
latter approach can require fewer total routing table
entries in large con	gurations but is somewhat more
complex to manage� For static routing networks� the
introduction of multicast can have a large impact on
virtual circuit blocking performance� The best possi�
ble blocking performance is obtained in these networks

when the branching required for multicast connections
occurs as close as possible to the OPPs� This minimizes
the use of interconnection bandwidth by multicast con�
nections� Unfortunately� under worst�case conditions�
endpoint additions and deletions can lead to a situa�
tion in which many multicast virtual circuits branch at
early stages� making it more di
cult to add new con�
nections or augment existing multicast connections� To
prevent blocking� one must increase the interconnection
network�s speed advantage by a large factor� For the
Clos network� the following inequality must be satis	ed
to make the network nonblocking�
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A speed advantage of

���d� �n� �� � �d� ���k � ���� �B���

is needed to make the Bene�s network nonblocking� In
some situations� lower costs can be realized by sacri	c�
ing the strict nonblocking property� Networks that are
reroutably nonblocking allow any new virtual circuit
to be setup without rearranging any existing ones� but
may require rerouting a given multicast virtual circuit
when adding a new endpoint to it� Networks satisfying
this property require much smaller speed advantages
than strictly nonblocking networks and may be accept�
able in many practical situations�

For both static and dynamic routing networks� the
amount of memory needed for multicast routing can
become excessive� particularly in larger system con	g�
urations� For this reason� alternative approaches have
been developed that can reduce the total amount of
routing memory required and simplify the operational
aspects of the system� One class of approaches uses a
two part interconnection network in which the 	rst part
�the copy network� produces copies of multicast cells�
while the latter part �the routing network� routes the
copies to the desired outputs� Multicast routing tables
are positioned between these two sections� but are not
needed at every switch element� See ���� for an ex�
ample of a system of this type� One way to implement
this class of systems is to have IPPs insert an MI and a
pair of copy network output numbers in the headers of
cells belonging to multicast virtual circuits� The copy
network uses the pair of speci	ed output numbers to
control the copy process� delivering copies to all output
ports in the range bounded by the speci	ed pair of out�
puts� When cells arrive at the multicast routing tables
between the copy and routing networks� the MI is used
to select a table entry specifying the OPP that a par�
ticular copy is to be forwarded to and the VPI�VCI to
be included with the cell when it is forwarded on the
outgoing link� In the case of dynamic routing networks�
the copies of di�erent multicast cells in the same vir�
tual circuit can be sent to di�erent sets of copy network
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Fig� � Multicasting in Bu�ered Multistage Networks

outputs in order to balance the load across all the copy
network outputs� Load balancing makes it possible to
build systems with a smaller internal speed advantage
than would otherwise be required� but comes at the
expense of larger numbers of multicast routing table
entries than would be needed without load balancing�
One can trade o� these two factors to provide the best
combination for a given system con	guration�

In some situations� one can reduce the cost of the
system by combining the functions of the copy and rout�
ing networks into a single network that is capable of
doing both functions� In such a system� cells belonging
to point�to�point virtual circuits are routed through the
network to the desired output in a single pass� exactly
as in a system supporting only point�to�point virtual
circuits� Cells belonging to multicast virtual circuits
are handled in two passes through the network� The
required number of copies is produced on the 	rst pass�
and then the copies are sent through the network again�
with each copy forwarded to its required output link�
This requires a recycling data path between each OPP
and its corresponding IPP� Multicast cells arriving at
an OPP are passed along the recycling path to the IPP�
which includes a multicast routing table that speci	es
the output port and VPI�VCI to be used for a particu�
lar copy� This multicast routing table can be combined
with the virtual path�circuit translation table that the
IPP uses for cells arriving on its external link�

The most cost e�ective system architectures for
large�scale multicasting extend this two pass processing
to multiple passes� with a bounded number of copies be�
ing made on each pass� In the case of binary copying�
two copies of an original multicast cell are produced

in one pass through the network� When cells belong�
ing to a multicast virtual circuit arrive at an IPP from
the external link� the IPP table lookup produces two
output port numbers and two VPI�VCI 	elds� These
are inserted in the cell header� as the cell is sent to
the interconnection network� The interconnection net�
work �which can use either static or dynamic routing��
delivers a copy to each of the speci	ed outputs and
then each copy is either forwarded on its external link
or passed along the recycling path to the IPP� where
it passes through another lookup table� acquiring two
new output port numbers and VPI�VCI 	elds� If both
copies made in the 	rst pass are recycled to their corre�
sponding IPPs� then they can each produce two copies
in the second pass� leading to four copies of the orig�
inal cell� after two passes through the network� If all
four of these copies are recycled� eight copies are pro�
duced on the third pass and in general F copies can be
produced in log

�
F passes� The combination of binary

copying� cell recycling and a dynamic routing Bene�s
network yields a system with optimal scaling character�
istics� That is� the complexity of the interconnection
network grows in proportion to n logn and the num�
ber of routing table entries required for multicast is no
larger than is required for point�to�point virtual circuits
�although the entries are somewhat larger�� This tech�
nique for multicasting is used in the system described
in references ���� �����

�� Non�Bu�ered Multistage Switches

The cell bu�ers used to resolve contention in bu�ered
multistage networks contribute signi	cantly to their

��



Fig� 	 Multicasting Using Cell Recycling

cost� motivating di�erent approaches that attempt to
resolve contention in other ways� For ATM� these
approaches have not proved to be competitive with
the bu�ered multistage networks� when both are im�
plemented with a high density circuit technology like
CMOS� This is because while systems in this class gen�
erally require less circuit area for logic devices� they
also require either substantially higher bandwidths or
increased interconnection wiring� both within and be�
tween chips� However they could become competitive in
the future� in the context of either higher speed� lower
density circuit technologies or larger cell sizes that in�
crease the relative cost of bu�ered multistage networks�

��� Contend and Repeat

The simplest class of non�bu�ered multistage switches
uses a simple contend�and�repeat strategy� As an ex�
ample� consider a system with a �k � � stage Bene�s
network topology� in which the individual switch ele�
ments include a crossbar and crossbar controller� In
the 	rst k � � stages� the crossbar controllers simply
con	gure the crossbar randomly so that arriving cells
are distributed evenly across the whole network� In the
last k stages� cells are routed to the output speci	ed
in their cell headers� If two cells arriving at a particu�
lar switch element contend for the same output� one of
them is forwarded to the requested output� while the
other is simply discarded� Cells are typically delayed
by just a few clock ticks at each stage� allowing the

	rst part of a cell to emerge from the interconnection
network while the last part is still being sent by the
IPP� When a cell arrives at its destination OPP� the
OPP returns an acknowledgement signal which �ows
back through the network along the path taken by the
cell� but in the reverse direction� using a circuit path
set up as a side e�ect of the cell routing process� If an
IPP fails to receive an acknowledgement signal when
expected� it concludes that the cell was discarded and
tries again on the next operational cycle� In order to
handle fully loaded external links� such systems must
be engineered with a substantial speed advantage rel�
ative to the external links� For typical con	gurations�
the required speed advantage is in the range of three to
	ve� While this can represent a signi	cant cost factor�
it can be acceptable in the context of higher speed cir�
cuit technologies� Newman describes a system of this
type in ����

There are many variations on the basic approach
described above� All require some mechanism for in�
creasing the overall system bandwidth� In some cases�
this is done by linking switch elements with multiple
parallel links� rather than a single higher speed link
�networks of this sort are called dilated networks�� In
other cases� parallel switch planes are used� with in�
put tra
c being distributed over the di�erent parallel
switch planes� While these alternatives may o�er ad�
vantages in particular situations� none is clearly supe�
rior to the simpler approach described above�
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Fig� 
 Tandem Banyan Network

��� De�ection Routing

In systems using the contend�and�repeat paradigm�
only one of multiple competing cells is propagated be�
yond a contention point� De�ection routing networks
allow both winning and losing cells to propagate past
a contention point� making it possible for the losers to
reach the desired output by an alternative path� A
simple example of a network of this type is the tan�
dem banyan network� illustrated in Figure �� In this
system� several banyan networks are cascaded in series�
and cells can exit to the desired OPP at the output
of any one of the component networks� When a cell
loses a contention in any of the banyan networks� a
marker bit in its header is set and subsequent switch
elements pass it on� using any available output� A cell
arriving at the output of a banyan network with its
marker bit cleared is passed to the OPP at that point�
Cells with the marker bit set are propagated to the next
banyan network� with the marker bit is cleared� As cells
propagate through the series of banyan networks� the
tra
c drops� increasing each cell�s chance of success�
fully reaching the required OPP� Of course� even if a
large number of banyan networks are used� there re�
mains some non�zero probability that a cell will lose a
contention in the last banyan network� If this proba�
bility is low enough� it may be acceptable to drop the
cell at that point� Alternatively� it can be recirculated
back to the input of the last network� and retried at
that point�

The tandem banyan network is described in �����
Another de�ection routing architecture� called Shu e�
out is described in ���� ����

��� Sorting Networks

Sorting networks can be used to implement ATM
switches that are contention�free� so long as the arriv�
ing cells are all addressed to distinct outputs� The most
popular sorting network is Batcher�s bitonic sorter ���
an example of which is illustrated in Figure �� In this

	gure� cells are indicated by the numbers whose values
represent the output address for the given cell� The
square boxes in the 	gure represent sorting elements�
which propagate arriving cells to the output� based on
the relative values of their output addresses� some sort�
ing elements send cells with larger values to the up�
per output� others to the lower output� as indicated by
the arrows in the 	gure� The sorting network is con�
structed using a double recursive construction� Some
of the components of this construction are highlighted
in the 	gure�

If one happens to have a set of input cells with
exactly one cell addressed to each output� the sorting
network will deliver each cell to the right output� To
handle arbitrary sets of input cells in which some out�
puts may have zero or more than one cell addressed to
them� additional network components are needed� The
simplest scaleable approach is to follow the sorting net�
work by a �lter block and a routing network� The 	lter
block simply compares the output port number of a cell
arriving on input i to that of a cell arriving on input
i�� and propagates the cell on input i to output i� only
if the compared port numbers are unequal� When this
	lter is applied to a sequence of cells that have been
sorted by output port number� the result is to propa�
gate at most one cell for each output port� The 	lters
can acknowledge propagated cells by sending a signal
back along the reverse path taken through the sorting
network� IPPs retry cells that are not acknowledged�
during subsequent operational cycles� Cells that pass
the 	lter then go through to the routing network� The
most commonly used routing network is built around a
banyan network� Banyan networks have the property
that a sorted sequence of cells on consecutive inputs can
be routed to the outputs without any internal data path
contention� A routing network can be constructed by
preceding a banyan network with a concentrator that
places cells on consecutive outputs without changing
their relative order�

A system comprising a sorting network� 	lters and
routing network provides a general and scalable switch�
ing system� However� the queueing performance can be
inadequate to handle fully loaded external links� This
limitation can be eliminated by increasing the output
bandwidth of the system� One way to do this is to oper�
ate the system at a higher internal bandwidth than the
external links� for most realistic tra
c con	gurations a
two�to�one speed advantage is su
cient� Another ap�
proach is to have more than one link from the routing
network to each OPP� so that OPPs can receive multi�
ple cells in parallel� For a system that allows r cells to
be forwarded to any output in a single cycle� the 	lter
block is modi	ed to propagate up to r cells per out�
put and following the concentrator with r !interleaved"
banyan networks�

The major drawback of this class of systems is that
they require substantially more interconnection wiring
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Fig� � Bitonic Sorting Network

between individual integrated circuits and circuit mod�
ules than is needed for bu�ered multistage networks�
This is a consequence of the fact that practical sort�
ing networks require ������log

�
n��� � log

�
n� stages of

sorting elements� Due to pin constraints on integrated
circuit packages a larger number of integrated circuits
are needed to implement a system with a given number
of ports than with alternative architectures� As one ex�
ample� a ���� port sorting network implemented with
components having �� inputs and �� outputs� requires
�� ranks of components� with �� components per rank�
Seven additional ranks of components are required for
the 	lter and routing network� For comparison� a ����
port Bene�s network with �� port switch elements using
internal bu�ering to resolve contention requires just �
columns of components�

The 	rst ATM switch design based on the use of
sorting networks was the Starlite switch ���� These
ideas were developed further in the Sunshine switch�
described in ���� ���� ���� ���� ���� A system based on
a similar approach is described in ���� Eng et� al� ����
��� have developed a hybrid architecture which com�
bines an unbu�ered multistage network with bu�ered
switch elements in the last stage� These bu�ered switch
elements have k inputs and d � k outputs �typically
k � ��� d � ��� and a large shared bu�er� The
unbu�ered switching network preceding this rank of
bu�ered switch elements performs an arbitration func�
tion� discarding excess cells if more than k arriving cells
are destined for any group of d outputs� This approach
is feasible when the memory bandwidth of the shared
bu�er switch elements is high enough to support d si�
multaneous output ports� but under these conditions�

port multiplexing is also an option and can be a more
cost�e�ective approach� The authors suggest a variety
of choices for the unbu�ered network� including the use
of a sorting network and a three stage Clos network �in
which the last stage is replaced by the bu�ered switch
elements�� Both of these choices have suboptimal scal�
ing characteristics� weakening the authors� assertion of
growability�

��� Multicasting in Non�Bu�ered Multistage Switches

Multicasting can be implemented in non�bu�ered mul�
tistage networks� by preceding a point�to�point net�
work with a copy network� capable of producing the re�
quested number of copies of any given input cell� One
example of such a system is shown in Figure ��� A
fanout 	eld is inserted into cell headers by the IPPs be�
fore sending cells to the network� The 	rst two compo�
nents of the network implement a concentration func�
tion� the 	rst adder block computes the rank of each
arriving cell �essentially just numbering cells consec�
utively� and the concentrator block uses the rank to
route cells to consecutive outputs� The second adder
block sums the fanout 	elds of cells� the computed
fanout sum of a departing cell on output i equals the
sum of all fanouts of cells on outputs � through i � ��
Using the fanout sum and fanout 	elds� the copy range
component computes the range of outputs that each
cell should be copied to in the succeeding copy compo�
nent� The copy component does the actual copying of
cells based on the supplied ranges� The routing tables
that follow the copy network specify an output port
and outgoing VPI�VCI for each copy of an arriving cell
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�the VPI�VCI 	elds are not shown in the example��
Each table is indexed by the multicast identi	er of the
arriving cell� The routing tables are followed by a set
of cell bu�ers� which are in turn followed by a point�
to�point network� The copy range component of this
system 	lters out cells if the computed copy range ex�
tends beyond the number of outputs of the copy com�
ponent� Acknowledgments are returned to the IPPs
along the reverse of the paths followed by the arriving
cells and unacknowledged cells are retried on the next
operational cycle� The performance of this design can
be improved by expanding the number of outputs of
the copy network and modifying the copy range block
to distribute the load evenly across the outputs of the
copy block� The principal disadvantage of this design is
that a multicast virtual circuit consumes an entry in ev�
ery routing table even when it has a small fanout� This
leads to excessive memory requirements in the common
case of many virtual circuits with small fanout�

This approach to implementing multicast is de�
scribed in ��� and was later re	ned in ����� Similar
approaches are developed in ��� ����

	� Summary

Cost is a key factor in evaluating architectural alterna�
tives for ATM switching systems� Throughout the pa�
per� we have touched on issues that contribute to over�
all system costs� We close with a discussion of a simple
cost model for ATM switching systems and a compari�
son of some of the di�erent design choices� based upon
this model� The cost of a single stage switch can be
modeled by an expression of the form

�C� � C�m � C�B�n �C�n
�

where the Ci are implementation�dependent constants�
n is the number of ports on the switch� m is the num�
ber of virtual circuits per port and B is the number of
cell bu�ers per port� The last term in the expression
is the part that is determined by the interconnection
network� For multistage interconnection networks� this
term is replaced by another� For a dynamic routing
Bene�s network� the last term would be C�n logn while
for a static routing� three stage Clos network con	gured
to be nonblocking� it would be C�n

���� In each of these
cases the constant may di�er� The plot in Figure ��

illustrates the in�uence of the di�erent components on
system cost� The constants were chosen to approximate
the cost of systems with ��� Gb�s ports� The values cho�
sen are somewhat low at the time of writing� but should
be a reasonable re�ection of actual costs over the next
two to three years� However� they should be viewed as
illustrative� not authoritative� A value of #��� was cho�
sen for the per port component �C�� of the cost� This
captures the cost of optical transceivers� transmission
interface circuitry and per port ATM circuits� exclu�
sive of the memory needed for routing tables and cell
bu�ers� The costs for the cell bu�ers and routing table
memory are based on an assumed ���� routing table en�
tries per port with �� bytes per entry� ���� cell bu�ers
per port with �� bytes per entry and #��� per megabyte
of memory �static RAM with �� ns cycle time�� The
constants for the interconnect components of the cost
were chosen so that all three resulted in a cost of #���
per port in a �� port system� In most cases� the per
port cost component is dominant� but the interconnect
cost of the single stage systems becomes important as
the systems grow beyond a few hundred ports �note
that at ��� Gb�s per port� ��� ports are needed for a �
Tb�s capacity�� For the routing table and bu�er sizes
chosen here� memory cost is not a major component�
but if one were to increase the amount of bu�ering to
������ cells ���� Mbytes in cell payloads�� the memory
cost would increase to over #��� per port� making it
comparable in cost to the other per port components�

The design and analysis of modern switching sys�
tems has a long tradition� extending back to early work
by Shannon and Clos� Changes in circuit technolo�
gies have opened up new opportunities� enabling the
introduction of new services� expanded functionality
and vastly greater bandwidths� The pace of change
in technology continues unabated and new innovations
in switching system design will be needed to keep pace
with these changes� in order to realize the promise that
the new technologies have to o�er� In this paper� we
have tried to put recent developments in a common
context and provide an intellectual framework in which
past and future developments can be related and com�
pared� We hope that it can help future designers learn
from the past� while working to create the switching
systems that will take us into the future�
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