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1 INTRODUCTION

This document details the design specifications for a high speed multicast virtual circuit switch being developed at
Washington University. A prototype implementation of this switching fabric forms an important component of a big-
ger project, whose goal is the investigation and development of two key gigabit technologies:

» Multirate gigabit switching, and
» Host network interfacing for high bandwidth distributed and multimedia applications.

The project itself is funded byrPA, and work related to the project is being done by faculty, staff, and stu-
dents from the Applied Research Laboratomsri() and the Advanced Networks GroupNG), both of which are
groups in the Department of Computer Science at Washington University.

The innovative aspects of the switch architecture described in this document include: a novel cell recycling
architecture, a nonblocking design that is asymptotically optimal in both the switching network complexity and in the
amount of memory required for multicast address translation, which supports fast (constant time) addition and deletion
of endpoints to a multicast connection. As one of AreA project deliverables, three prototype switches built using
this design will be used to form a locatm test bed that will interconnect a number of workstations. The primary pur-
pose of this report is to serve as a comprehensive and detailed reference guide for hardware and software engineers
working to put together both the prototype switch andihe test bed. Other interested parties may also find parts of
the document useful for reference purposes, or for an overview of the project.

This document has been structured so as to allow for clarity as well as completeness. A top-down approach
has been chosen for presentation, with initial sections of the document giving a broad overviewrHAlproject,
the switch design, and the test bed overview, while later sections focus on detailed descriptions and implementation
specifics for various functional units.

The material outlined in this document is the result of a series of meetings jointly organiaed BpdANG
with a view to arriving at a complete specification of the system architecture. It is possible that some of the ideas or
designs presented here may change over time, as the prototype implementations take shape, and as more experience is
acquired. Itis anticipated that the document will evolve in parallel with work on the project, so readers wanting to use
it for reference should acquire the latest version of the document.

2 OVERVIEW OF THE ARPA PROJECT

The gigabit switching technology that will be used is based on a novel nonblocking cell-recycling architecture. Anim-
portant aspect of this architecture is that it provides extremely efficient support for multicast, which is crucial for a
number of key applications, including teleconferencing, multiparticipant collaboration, distributed computing, video
distribution, etc. The architecture is optimal in switching network complexity, memory requirements for multicast ad-
dress translation, and in the amount of effort required for multicast connection modification. Furthermore, it is capable
of supporting multirate access between the network and hosts. In particular, it will support link rates of 155 Mbps, 620
Mbps, 1.2 Gbps, and 2.4 Gbps. The external cell format followstivestandard. The switching system can easily be
used in both.AN andwAN environments with minimum modification.

The host network interface that will be developed usesmn interconnect within the host to serve as the
high speed equivalent of afo bus. The interconnect itself has a daisy-chained topology, and is constructed using a
number ofaTM port interconnect controlleragics), each of which interfaces to one or more devices within the host.
The interface design will allow sustained data transfer rates of up to 1.2 Gbps to various devices within the host, in-
cluding display, memory, disk, etc. One of the design objectives is to provide easy and efficient interfacing to different
host platforms and devices. This will ensure that minimum modifications to the operating system will be required, and
both existing and new network protocols can be used.
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The project has been divided into five tasks:
1. Designing and prototyping of the recycling switch fabric and its port processors and link interfaces.

2. Development of signalling software for use with the switch; this will include signalling for the user-network in-
terface, as well as signalling between entities within the network.

3. Design and prototyping of therm port interconnect controllengic), and interfacing it to the host memory and
the workstation display.

4. Extending the operating system to incorporate device drivers for managing devices with back end interfaces to
theATM interconnect, and modifications to tmer/iP protocol implementation to allow high speed but transpar-
ent operation over the new host network interface.

5. Creation of amTM LAN test bed comprising three switches, and a number of multimedia workstations and mul-
timedia file (image and/or document) servers.

6. Development of example applications and experimental studies. This will include using an n-body benchmark
application and a multiparticipant collaborative application to investigate hardware and application performance
issues.

As mentioned earlier, our primary concern in this document is with the first task, viz., design and prototyping
of the switch fabric and related chips. The overall project is slated for completion in 1996, but most of the work related
to task 1 has to be completed by the end of 1995.

3 SWITCH DESIGN

3.1 Introduction

Multicast virtual circuit networks support communication paths from a sender to an arbitrary number of receivers, as
illustrated in Figure 1. As shown, multicast virtual circuits induce a tree in a network connecting a sender to one or
more receivers. Switching systems participating in the virtual circuit replicate received cellsyisiatcircuit iden-

tifiers in the cell headers to access control information stored in the switching system’s internal control tables. This
information is then used to identify the outputs to which the cells should be sent and to relabel the copies before for-
warding them on to other switching systems.

Figure 2illustrates the function of a multicast virtual circuit switch in more detail. The switch includes control
information, shown here as a table, which for each incoming virtual circuit provides a list of outputs and outgoing vir-
tual circuit identifiers. For a cell received on input linknd virtual circuitz, the switch forwards copies to outpljlis
Iy
and each output supports uprtovirtual circuits, one can describe any collection of multicast virtual circuits mith
words of memory. One simply provides for each (outptity pair, the identity of the (inpwct) pair from which it is
to receive cells. Unfortunately, this method of defining a set of multicast connections is not particularly helpful in
switching, as it does not give one an efficient way to map (iryauf,pairs to the desired list of (output) pairs. Ex-
isting virtual circuit switch architectures describe multicast virtual circuits in different ways, which while suitable for
switching, use far more than mn words of memory. The broadcast packet switch [Turner-88b,Turner-88c], for exam-

ple, requiresnr12/2 words of memory under worst-case conditions. Moreover, the time required to update a multicast
connection grows with the size of the connection. Other architectures require even greater amounts of memory. For

example, Lee’s multicast switching system [Lee-88] requires/ 2 words of memory under worst-case conditions.

, ... after relabeling them with new virtual circuit identifiey',i, Yo oon Notice that if the switch hasinputs and outputs

The multicast switch architecture described here Gdslog n) hardware complexity and it is nonblocking,
in the sense that it is always possible to accommodate a new multicast connection or augment an existing one, so long
as the required bandwidth is available at the external links. It requires les&mhan words of memory for multicast
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Figure 2: Multicast Switch Functionality
address translation. Moreover, the overhead for establishing or modifying a multicast connection is independent of the
size of the connection or the switching network.
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3.2 Basic Operation

The basic principle behind the recycling architecture is illustrated in Figure 3. To implement a multicast connection,
a binary tree is constructed with the source switch port at its root and the destination switch ports at its leaves. Internal
nodes represent switch ports acting as relay points, which accept cells from the switch, but then recycle them back into
the switch after relabeling the cells with a new destination pair identifying the next two switch ports to which they
should be sent. There are many possibilities for constructing the switching network. A Bene network, in which the
switches in the first half of the network distribute cells randomly in order to balance the load evenly, and in which local
buffers are used to resolve contention, provides the lowest cost solution known. Figure 4 illustrates a 16 port network
of binary switch elements in which two cells with two destinations each are forwarded from inputs to outputs. Note
that cells are copied at the latest possible point in the network and this point is easily determined by bit-wise consid-
eration of the destination addresses. This scheme can easily be extended to networks constructed from larger switch
elements. It can be shown that given any collection of virtual circuits, the load placed on any of the switching network’s
internal links is at most equal to the load on the most heavily loaded external port. In other words, there is no collection
of virtual circuits that can be handled by the external links that cannot also be handled by the network. That is, this
network is nonblocking. Other switching networks, suitably extended to provide the copy-by-two function, can also
be used in the recycling architecture.

The lower part of Figure 3 details the hardware associated with each port of the switching system. The rese-
guencer is responsible for restoring proper ordering of cells on output from the network, and also to ensure that addi-
tions or deletions of endpoints to multicast connections do not change the proper cell ordering. The resequencing
buffer is labeledRsQin Figure 3. Given a virtual circuit identifier, obtained from a cell's headerMintal Circuit
Translation TablgvxT) provides two (outpu¥,Ci) pairs that are added to the cell header plus two additional bits that
indicate, for each pair, whether it is to be recirculated another time, or nofR&beive Buffe(RcB) holds cells that
are waiting to enter the switching network, while theansmit Buffefxms) holds cells waiting to be transmitted on
the outgoing link.
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Figure 5 illustrates the resequencing operation. Cells entering the network pass thfdoghStamp Circuit
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Figure 5: Resequencing Concept

(Tso), which records the time the cell enters the network in its headerfiteare all driven from a common clock).

On output, the cell is placed in a resequencing buffer which is manage®bgequencing Buffer ControllérBC).

When a cell leaves the switch and enters the resequencing buffegtlmmmputes its age from the time of entry and

the current time. It also keeps track of the age of all cells stored in the buffer and allows cells to leave the buffer in
oldest-first order. If the oldest cell is not “old enough”, no cell is output. The purpose of this is to allow cells that require
an unusually long time to pass through the switching network to catch up with cells that have already reached the out-

put buffer.
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Figure 6 shows the organization of the resequencing buffer and buffer controller. The buffer is organized as

0 age(0) «— age threshold
1 age(1) S
e
1
. e
c
. t
0
age * r

B—1 | age(B—1) ~— grant
current time — slot number
entry time
incoming cells — reordered cells

Figure 6: Resequencing Buffer Organization

a set of slots, with each slot being big enough to hold a simgle cell. The controller is organized similarly, with a

control slotfor each buffer slot. Each control slot contains two pieces of informatisigtanumbemwhich specifies

the buffer slot it is associated with and the age of the cell (if any) stored in that slos€eléator at the right, selects

the oldest cell during output operations, compares that cell's age to a given age threshold, and if appropriate, forwards
the cell's slot number to the buffer which then forwards the cell to the downstream circuitngrahesignal is as-

serted by the downstream circuit if it is prepared to receive a cell; this provides a simple form of flow control. During
input operations, the selector selects any idle control slot, inserts the age of the arriving cell into that slot, and passes
the slot number to the buffer, which places the arriving cell in the specified slot. We analyze the resequencer depth
requirements in Section 3.3.

Figure 7 illustrates the operation of the multicast switch in more detail. In this example, a multicast connec-
tion delivers cells from inpu& to outputsb, ¢, d ande, using portsx andy as relay points. In the lower part of the
diagram, the implementation of the connection is shown in an ‘unrolled’ form, to clarify the flow of cells through the
system. It should be understood however, that this is purely illustrative. There is in fact just one switching network,
not three, and cells are simply sent through it multiple times in order to reach all the destinations. In the example, cells
entering at inpua with vci i, are forwarded to outpw, vCI k and outpuik, vCl j. At x, the cell is recycled, witkcl |
used to select a new table entry frofs vxT. The resulting information causes the cell to be forwarded to odtput
vCl nand outputy, vcl m. At y, the cell is recycled again, with the resulting copies deliveredaiodd. Although itis
not shown in the figure, the table entries contain one bit for each copy, indicating whether that copy should recycle or
go out to the link.

We can also construct multicast connections to which multiple input ports can send cells. One simply sets up
the virtual circuit tables of each of the source input ports so that they forward cells to the port at the root of the tree,
which then recycles them along the tree. Of course, the total traffic from all the source ports must be limited to the total
bandwidth allocated to the connection. In a connection where a port is both a source and a destination, we often do not
want to send to a source a copy of a cell that it sent in the first place (although we do want the other participants to
receive it). This is easily accomplished by including the identity of the original source port in the cell and checking
this at the destination in order to discard unwanted copies.

To add an endpoint to a multicast connection, some rearrangement of the connection is needed. This is illus-
trated in Figure 8. Letl be the output that is to be added to a connectiorg ket an output closest to the root of the



System Architecture Document 10

Switching Network

Multipoint
Conmnection

Tree

el
HEO HOH

T |
. D =
msa| (N e K0 (S me| S e
X.]
X.j E K
[T (4]
t
] = M

[Tox]

Figure 7. Example of Multicast Connection

R0

Figure 8: Adding an Endpoint to a Connection

tree and lea be its parent. Select a switch pawith a minimum amount of recycling traffic. Enteandd in an unused
VXT entry atx and then replace with x in a's vXT entry. These changes have the effect of insertingo the tree,
with childrenc andd, as illustrated in the figure.

Dropping an endpoint is similar, as illustrated in Figure 9.&.be the output to be removed from a connec-
tion and letd be its sibling in the treex be its parent and its grandparent. l@’s vxT entry, replace with d. If the
output to be removed has no grandparent but its sibling has children, replace the parertdry with the sibling’s
children. For example, in Figure 9, lifwere the output to be deleted, we would co{yyvXT entry toa, effectively
removingx from the connection. If the output to be removed has no grandparent and its sibling has no children, then
we simply drop the output to be removed from its parewks entry, and the connection reverts to a simple point-to-
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Figure 9: Dropping an Endpoint
point connection. For example, in the bottom part of Figure Bwkre to be dropped from this connection, we would
be left with the point-to-point connection fraarto d.

3.3 Resequencing Options

There are two main options for resequencing in the recycling architecture. We could either resequence cells after every
pass through the fabric (this is our preferred approach for the prototype design), or we could do the resequencing only
after the last passi.e., when cells are ready to leave the switch. We consider first this latter option. When we resequence
only in the last pass, the resequencing buffer must be dimensioned to delay cells long enough so that slow cells have
a chance to catch up with fast cells. That is, the resequencing buffer must be at least as large as the largest variation
expected in the delay of cells through the system, when they recycle the maximum number of times. Since, both the

total delay and the delay variation can change over time, the most practical approach appears to be to dimension the
buffer to be equal to the maximum delay that would be expected under the heaviest loading conditions.

A naive analysis reveals how the delay grows witlthe number of inputs and outputs to the system Let
ando be the mean and standard deviation of the delay in each stage of the switching netwerkahet, be the
mean and standard deviation for cells passing through the network the maximum number of timbe.thetnumber
of stages of switching that these cells pass through, altogether.fhemp , and if the delays in each stage are inde-

pendent (often a reasonable approximation), thea .ro . Areasonable engineering rule is to select the resequencer
depth equal to the mean delay plus some nurhleéstandard deviations past the mean. This gives a resequencer depth
of p,+ho, = rp+hJro. Consequently, the depth grows in proportion toand for a Bene network,

r = (2logyn-1)log,F , whereF is the maximum fanout. Fat= 2 andF = n, this is too much if we are to obtain an

overall system cost that grows in proportiomlig n.

If we follow the other approach of resequencing cells after every pass rather than waiting until the cells exit,
it can be shown that it is possible to obtain the desired complexity. This raises a new issue however, in that when we
modify a connection, we potentially change the depth of the tree. This means that cells take a different number of pass-
es through the network and introduces the possibility of cells getting out of sequence (even though they are correctly
sequenced on each pass). When an endpoint is added to a connection its new sibling becomes repositioned in the tree
and its cells experience a longer delay, because of the additional pass through the network. Consequently, there is a
momentary gap in the flow of cells to the output, but the ordering of the cells is unaffected. However, when an endpoint
is removed from a connection, outputs immediately followingdbepoint are moved closer to the root of the tree
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and so the cells being sent to them experience a shorter delay and are at risk of being mis-sequenced with cells that left
the cut point just before the change.

To prevent cells from being delivered out of order, the resequencer must provide an extra delay for cells for-
warded immediately after the cut occurs. [Idte the maximum delay we expect to see in one pass through the network

(equal to (2(logyn) —1)u + ,/2(logyn) —1ho for the Beree network). Letbe the moment when thexT at the

cut point is changed and I&be a new register included in the time-stamping circuit of every input port processor.
Assume the clock used for time stamping is incremented once for every operational cycle of the system (one cell time)
and assume also that the time stamp field of the cell and the reBistelude an extra low order bit that can be used

to represent a “half-step.” Normally, cells are time stamped with the current time value. We modify this process for
the affected virtual circuit in the time period immediately following the change in the following way. Attjriie
registerRis set equal ta + T. After that time, cells in the affected virtual circuit are time stamped with either the cur-
rent time or the value dR, whichever is larger. IR is chosen, we also add 1/2fo This process compresses the time
stamps in the period of lengthiTZollowing the transition into the time period |- T, T + 2T] (see Figure 10). This
ensures that cells immediately following the transition are delayed for an extra time period in the resequencer, giving
cells that entered just before the transition time to catch up and get placed in the proper sequence. The time stamping
process returns to normal no later thancgcles following the transition. A consequence of this is that two consecutive
deletions of endpoints should be separated by at |&astcles.

These same ideas can be generalized to allow resequencing afterpepasses for some. Letting
Z = (2logyn) —1 andF be the maximum fanout, we obtain a resequencer depth of

uz(1+p) +(1+./p)ho./z

and a maximum delay of '
HzIgF +ho./z(Ig F)/./p

The table in Figure 11 compares per pass resequengirlg {o the case where we resequence only on exit
(p=IgF)whenu=3,0=2,h=10and =n. In the tabler is the number of stages in a worst-case path. The expression
given in the column labeled multipass gives the depth and delay (in cell times) for the resequence-on-exit case. For the
largest system, the per pass resequencing delay is 1184 cell times, or un@erf@d8 system configured to support
external link speeds of 620 Mb/s. To put things in perspective, this is less than the delay in many existing digital tele-
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per pass reseq multipass
n r Jr
depth | max delay ru+hJro

8 3 1.4 46 69 9+28=37

64 18 4.2 88 264 54 + 84 =138
512 45 6.7 120 540 135 + 134 =269
4096 84 9.2 148 888 252 + 184 = 436
32K 135 11.6 174 1305 405 + 232 =637

Figure 11. Comparison of Per Pass Resequencing and Resequence on Exit

phone switches, so even the largest value in the table is quite reasonable. The resequencer depth in the largest case is
getting fairly large, although it's arguably still acceptable, since the transmit buffer of the output port is likely to be at
least as large. We'll introduce mechanisms in the next section which can improve both of these cases, but the point to
be made here is that even without further refinements, excellent performance is possible. For the purposes of the pro-
totype switch, we use a resequencer depth of 80 cell slots. This ensures that the probability of mis-sequenced cells ap-
pearing on an output link is vanishingly small.

3.4 Configuring the Network to Avoid Blocking

The recycling architecture can be configured so that it never blocks a new connection request if the network’s internal
bandwidth is sufficiently higher than the total bandwidth of the external links. It can be shown that the nesgsedry
advantagdas modest, making the recycling architecture practically useful.

In the following discussion, we use normalized bandwidths; this normalization is achieved by defining the
bandwidth of one of the switch’s internal data paths to be 1, and expressing all other bandwidths relative toythis. Let
be the total bandwidth of the external links, andBdie the maximum data rate for any single connection. Alsa let
be the number of inputs and outputs of the network. Then it can be shown [Turner-93a]2hanif B< 1 , anew
connection can never block because of insufficient port bandwidth. Furtherméris, tifie fraction of exiting traffic
that belongs to multipoint connections, it is sufficient to hadet d)y/n+B<1 to ensure nonblocking behavior. If
we letB=cy/n(i.e.,B = ctimes the average link rate) then this condition holds when the speed advamiage (
greater than or equal to 13+ c. So, whem = ¢ = 1 (the worst-case condition), we require a 3:1 speed advantage. If

0=c=1/2, a2:1 speed advantage suffices. In the prototype design, we have chosen a speed advantage slightly larger
than 2:1.

4 PROTOTYPE SWITCH CONFIGURATION

The recycling architecture described in the previous section can be used to implement very large switching systems
with a modest cost per port. In this section, we outline the design of such a system. The prototype switch will be built
around this system; many of the later sections of this document focus on its design specifications in detail.

Figure 12 is a schematic of the configuration that will be used in the prototype switch. Because of clock speed
limitations and the number of pins that a single chip may have,»>a8 Switch element cannot be built on a single chip
with current technology. Although a bit-sliced structure for the switch elements, with one control chiplatadchips
for each switch element, would enable us to construct a switch element with more ports, we have chosen not to follow
this approach for the prototype design. Instead, four identical chips operating in parallel implement 8rssviich
element. Each of the four chips receives one fourth of the data of each cell. Each chip also receives an identical copy



System Architecture Document 14

— ITI IPP == OPP OTl p—

—1 ITI IPP == OPP OTI |—

—1 ITI PP == OPP OTI [—

— ITI PP == Eight Port OPP OTI |—

. Switch Element
— ITI PP == T OPP OTI p—

—1 ITI PP == OPP OTI [—

—1 ITI IPP == OPP OTl |—

—1 ITI IPP == = OPP OTI |—

Figure 12: Prototype Switch Configuration
of the routing information for each cell. All four chips make identical routing choices simultaneously, so that the out-
puts of the four chips can be used to reconstruct the original cell. This choice was made to reduce the number of dif-
ferent chip types and the required design effort.

The input and output transmission interfaces &ndoT! in the figure) are responsible for interfacinggo-

NET at 155 Mbps or 620 Mbps, and to G-link at 1.2 or 2.4 Gbps. The switch itself is organized as a single eight port
switch element, implemented with four identical chips operating in parallel. Each port of each chip has a 12-bit wide
data paths (four of these are for control, and the remaining eight are data bits; the reason for using this 12-bit wide data
path will become apparent later when we describe the internal cell formats). All four chips combined can support a
data rate of 3.2 Gbps on each of the eight ports. This is 4/3 times the maximum data rate on a link (2.4 Gbps), thus
providing a speed advantage. We seek to constrain the load on the switch ports to no more than 75% to minimize
gueueing delay and cell loss. For a 620 Mbps link, this leaves 3/4 of the switch bandwidth available for recycling. This
scheme can easily be seen to apply for 1.2 Gbps links too; in this case, half of the switch bandwidth would be available
for recycling.

The switch organization shown in the figure does not include a control processor. This is because the switch
will be controlled remotely. Each port in the system can be optionally configured to send or receive control cells from
a remote controlling process. These control cells can be used to access various control registers in the port processor
chip, as well as modify the virtual circuit translation tables1(s), thus allowing for creation, deletion, and modifica-
tion of connections. Since most of the connection setup delay is due to software in the control processor, the extra delay
introduced by usage of a remote controlling process (rather than a local one) is insignificant.

The counterpart in the prototype design of the 2 switch elements used in the Bane network in Figure 4
is the single 8 8 switch element comprising all of the four parallel switching planes shown in Figure 12. Each such
plane of the switch element resides on a single chip, and internally consists of input and output crossbars with inter-
mediate buffers. The copying occurs in the output crossbar. The motivating factor used to select this design for the
switching element in preference to a single crossbar is the reduced circuitry that results on the chip.

Notice that for a switch with more than eight ports, multiple eight port switch elements would have to be in-
terconnected in a fashion similar to the Bene network in Figure 4. Although the design of the chips permit such inter-
connection, construction of such a larger switch is not part of the proposed prototype implementation.
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Figure 13: Planned Testbed Configuration

5 TESTBED OVERVIEW

Figure 13 shows the configuration of them LAN test bed that is to be constructed using three of the prototype switch-
es (shown in the figure as circles). Eight workstations)(will be interfaced to the switches as shown, each over 620
MbpsSONET. The control processocg), which is remote from the switches, can be connected to one of the switches
through a link at either 155 or 620 Mbps. The test bed will also connect to the Project Zeus network through a 620
Mbps SONETIink.

For each prototype switch, it is possible to configure any of the input ports as a control port (this is done by
means of physicalip switches that reside on the board). On such ports, a spetialci combination serves as a ded-
icated “control” virtual circuit. Control cells (from the control processor) intended for a particular switch must arrive
on this dedicated virtual circuit for them to be valid. In addition to these dedicated connections,alse sets up
dedicated virtual circuits between each workstation andctheéhese are used for exchange of signalling messages
between the workstations and ttre

6 CELL FORMATS

6.1 External Data Cell Format

The external data cell format used in the prototype followsathe standard. Eacht™m cell is 53 bytes long, and car-

ries a 48 byte payload. There are two distinti1 cell formats: theuni (User Network Interface) format is used be-
tween hosts that are end-points of connections and the first switch encounteredimthetwork; thenni (Network
Network Interface) format is used between pairs of switching nodes withiatitienetwork. The two interfaces are
shown in Figure 13. The only difference between the cell formats for these interfaces is that the first four bits of the
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Figure 14: ATM Cell Format

cell form aGFcfield in theuni format, while they are part of thepi field in thenni format (i.e., thevpi field is longer
by four bits in thenni format). Referring to Figure 14, the various header fields have the following interpretation (com-
ments that have special relevance to our prototype design have been italicized):

GFC— Generic Flow Control: This 4-bit field is used for carrying local flow control information between an end host
and the firstaTm switching node to which it is directly connected (it is not carried through end-to-€hd).
field is ignored in our design.

VvPI — Virtual Path Identifier: The ATM standard supports two types of connections (see Figure 18ixtiral path
connectionsthevcl field is preserved end-to-end, and only thm field contents are used by the network to
route cells. On the other hand,virtual circuit connectionsboth thevci and thevpi fields are used to route
cells, and so neither is preserved end-to-end. Althougitheell format supports a 12 bitei in the stan-
dard,we use only the low-order 8 bits in the prototype

vcl —Virtual Circuit Identifier:  As mentioned earlier, theci field is used (along witlvpi) for routing cells in a vir-
tual circuit connection. In virtual path connections, it is preserved end-to-end, and can therefore be used by
end hosts to demultiplex different cell streams routed on the same virtual pathT¥ihgtandard provides
for a 16 bitvci, but not allvci values are supported for virtual circuit connections

cLP— Cell Loss Priority: This 1-bit field is used to indicate low priority cells. The source may set this bitto 0 or 1. If
the bitis 1, switches along the connection path know that the cell is of low priority, and preferentially discard
such cells if the network is encountering congestion.

PT— Payload Type:This three bit field, along with some of the other fields in T cell header, determines the cell
type. The table in Figure 16 lists the values of various fields and the corresponding cell types. These are as
per theiTu recommendation; thetm forum deviates slightly by making a#t bits and thecLp bit of meta-
signalling and general broadcast cells available for use attkielayer. The table also lists the action that
the prototype switch will take when it receives a cell of each type. For those types that are discarded (except
unassigned cells), the switch will set an internal error flag in its maintenance register to remember that such
a cell was discarded, and store the header of the most recent one discarded. Unassigned cells are discarded,
but no error flag is set, because such cells are likely to be very common under normal operation. A description
of each of the defined cell types follows:

» Unassigned cellsdo not carry any useful data. They characterize available positions, i.e. unused band-
width, in the cell stream at therm layer. These are to be distinguished frmre cells, which are used for
stuffing unused bandwidth at the physicahy) layer, but are not passed to them layer. Unassigned
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Figure 15: Virtual Path and Virtual Channel Connections

cells, in contrast, are visible at ta@m layer. The distinction between these two types of cells is made
based on theLp bit; as shown in the table, this bit is O for unassigned cells.

» Meta-signalling cellsare used for negotiation of whiakti will be used for signalling, and for assignment
of other resources used in signalling.

» General broadcast signalling cellsarry information that is to be broadcast to all terminals atitine

» Point-to-point signalling cells are used to carry signalling messages between two end-points, both of
which can either be end-hosts (at the) or switching nodes.

* Thesegment and end-to-enaAwm flow F4 cellscarry operations and maintenancei) information for
a particular virtual path, as identified by tkei field. Notice that thercli field is used to distinguish these
cells from other cells using the same virtual path.

» Thesegment and end-to-enaaM flow F5 cellscarry oam information for a particular virtual channel,
as identified by therci andvpi fields. Notice that theT bits are used to distinguish these cells from other
cells on the same virtual channel.

» Resource management cellsarry resource management information for a particular virtual path or chan-
nel. As yet, the content or use of these cells has not been specified.
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» Most cells fall into the category afser data cells TheCbit in thepTis used as an indication of congestion
in the network. Itis initialized to zero by the source, and it gets set to 1 within the network if there is some
indication of congestion. Higher layers at the destination can examine the bit and take necessary action
(such as sending a source quench packet) Ulhieis used at theTm adaptation layer; iaAL-5, it marks
the last cell in amaL frame.

In the prototype design, meta-signalling, general broadcast, point-to-point signalling, end-to-end F5, and re-
source management cells are merely propagated unchanged (except for nartnahslation, as for user data

cells) and without interpretation by the switches. Note that nowaatranslation means that such cells may

be discarded by the virtual circuit translation table. Unassigned cells are discarded "quietly" (with no error
indication) by the receive framer. All F4 cells and segment F5 cells are discarded by the receive framer, and
cause an error to be flagged. Cells received that do not match any of the patterns mentifingaénl6are
propagated. Finally, and most importantly, we need a special format for the control cells from the @mote
(control processor). User data cells withl = 0 andvci = 32decimal are used for this purpose.

HEC — Header Error Check: The header error check is an 8 bitcthat is computed only over the header fields. The
CRC computation is based on the polynomjél?r X+ 1.



19 Gigabit Switching Technology

Cell Type VPI VClI PT CLP Action
Unassigned Cells 0 0 XXX 0 discard
Meta-Signalling Cells 0 1 0XO0 Y propagate
General Broadcast Cells 0 2 0XX Y propagate
Point-to-point Signalling Cells 0 5 0XX Y propagate
SegmenbAM F4 Flow Cells X 3 0XO0 X discard
End-to-endoam F4 Flow Cells X 4 0XO0 X discard
SegmenbAm F5 Flow Cells X #0 100 X discard
End-to-endoam F5 Flow Cells X #0 101 X propagate
Resource Management Cells X Zz0 110 X propagate

32 propagate if
GBN Switch Control Cells 0 ; XXX X CTRL_EN option
decimal )
pin enabled
User Data Cells X > 21 OCuU L ropagate
decimal bropag
any cell not matching a pattern aboye propagate
C: Congestion experienced indication bit.
U: If this bitis 1, it indicates that this is the last cell ofsan-5 frame.
L: Cell Loss Priority bit.
X:  Any value.
Y: Bitis setto O by originating entity, but network may change value.

Figure 16: ATM cell header fields for different cell types, byTu.

6.2 1/0 and Recycling Data Cell Format

When a data cell enters ap, either from the incoming link or recycled from amwr, it is stored in an intermediate
format until it is sent to a switch element. Data cells are also stored in this format iormtiiey go through. This
format is shown in Figure 17. All of these fields are explained in Section 6.3.

ThesTgG, b, andsl fields are shaded (see Section 6.3 for a definition of these fields, or any of the other fields
in Figure 17). This indicates that they need only be defined for cells that are recycling. These fields are undefined for
new data cells that have just arrived on the incoming link, and their values are ignored for data cells leaving on an
outgoing link. This format is called théO data cell formaif the STG, D, andsl field values are undefined, or the-
cycling data cell formaif they are defined.

TheLINK _INFO, DIR, UD, andscHfields are marked with diagonal lines (see Section 8.3.1 for a definition of
these fields). All of these fields exceptk _INFO will be filled in for recycled data cells by therpchip, but the first
version of thapp chip will ignore these fields. They are only necessary for a planned future versioniefttiep that
supports several reliable multicast features. Tik& _INFO field will be filled in for link-bound cells by thedppchip,
but the first version of theep chip fills them in as four additional bits of therG field. The second version of thep
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Figure 17: 1/0 and Recycling Data Cell Format

chip will fill them in with values that are not yet defined. They are optionally passed from the switch to the outgoing
link interfaces, so that link interfaces that implement their own priority-based queueing schemes may use them.

In all figures showing cell formats, the bits of values are placed most significant bit to least significant bit,
left to right. For fields covering multiple lines in the figure (like the payload in Figure 17, or the time stes)fe(d
in Figure 18), the most significant bits are placed in the top line, continuing down to the least significant bits in the
bottom line.

6.3 Internal Data Cell Format

When a data cell enters thrr, many of its fields get interpreted, and/aT table lookup yields output port numbers

to which the cell will be forwarded (either for output or for being recycled). This and some other information, along
with the cell payload itself, are then encapsulated byirhén a new type of cell, the format for which is shown in
Figure 18. This cell format is called thiternal data cell formatNote that the format has fifteen 36-bit words. It is

sent to the four parallel switch planes in 16 clock ticks. The extra tick is desirable for several reasons: it allows a little
more time for the switch elements to complete their tasks, it leaves a guard time between cell times, and it makes the
cell time equal to 4 times 4 clock ticks, which is useful in the port processors because the cell store memories can be
accessed 4 times per cell time, each time using 4 clock ticks (see Section 8.2). The first four bit-columns of the cell
contain control information that is used by the switch elements to route the cell through the fabric; these are called
control columnsThe remaining 32 bit-columns contain, in addition to the original cell payload, control information
that needs to be interpreted only by the port processors. All four of the switching planes need to have access to the four
control columns, so they are forwarded by ibreto all four planes. The remaining 32 bit-columns are divided up, eight

per plane. Hence, each switching plane receives data on 12 pins per port. All four switching planes are designed to
behave identically (since they all receive the same four control columns), so the switching of the cell through the four
planes is fully synchronous, and the cell emerges from the switch fabric (possibly after having been copied to multiple
output ports) and is received by tberin precisely the same format as it entered, and over a period of 16 clock ticks.
Once it enters thePr it gets converted back to the 1/O or recycling data cell format. The various fields in the internal
data cell format have the following interpretation:

Bl — Busy/ldle cell: This 1-bit field is used to distinguish between idle cell slots and busy (i.e., data or control) cell
slots. It is O for an idle cell slot and 1 for a busy cell slot.

RC — Routing Control: When these three bits are all 0 (i.eG = 000), then theADR field (see below) precisely enu-
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Figure 18: Internal Data Cell Format
merates a specific path through the switching fabric. In all other casaspikéield specifies two output port
numbers, and thec bits are used to determine whether the cell should be routed to only one of these ports,
or to both, or to the entire range of output port numbers falling in between (and including) the two ports. If
we call the first port number in thebr field PORTL, and the second omm®R12, then the threec bits have
the following encodings:

RC = 000 | Specific path through switching fabric.

RC = 010 | Route cell only to output port numbRORTL.

RC = 001 | Route cell only to output port nuUMbRORT2.

RC = 011 | Route cell to the two output port numb®GRTL andPORT2.
RC

111 | Route cell to all port numbers falling in the range fil@®RTL up toPORT2, inclu-
sive.Note:PORTL must be less than or equaPtor12.

Note that when the multipoint connection tree (see Figure 3) is a full binary trerctfield has a value of

011. When we have a point-to-point connection, or if one of the internal nodes of the multipoint connection
tree has only one child, threc field may take on the value 010 or 001. The last entry in the above tabke (

111) has been provided to allow the construction of multicast connection trees with larger branching factors,
reducing the required speed advantage and the delay due to recycling. The reason for the restriction that
PORTL must be less than or equalfoOR12 is that it makes the specification and implementation of this feature

in the sechips simpler. There is no restriction on the relative valuesostl andPoRr12 for cells with other
RCvalues. They may be equal, and in the case@f011 cells, this causes two copies of the cell to appear at

the same output port, one at a time. They can be distinguished because one cepytidswhen arriving

at theoppchip, and the other ha&s=001.

D — Data Cell: This 1-bit field is used to distinguish between data and control cells. It is 1 for a data cell, and O for a
control cell.

cycl,cyc2 — Recycle Cell:These two bits are used to identify which copies of the cells will be recycledt. i 010
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or 011, thercycl controls whether the copy sent to output port processor nurdrEd. is recycled or sent
to the outgoing link attached to ttwepP(1=recycle, 0O=send out on the link).Rtc is 001 or 011, therwyc2
controls whether the copy sent to output port processor nurtdreR is recycled or sent to the outgoing link.
If RCis 000, thercycl controls whether the single copy is recycledrdfis 111, thercycl controls whether
all copies are recycled (there is no way for some to recycle, and some not to recycle).

cs— Continuous Stream:At connection setup time, end-applications specify whether the cell stream on the virtual
circuit contains continuous or discrete media. Continuous media connections are those in which the data rate
is either constant, or has low variance over time (e.g., many video and voice encodings). Discrete media con-
nections have higher variance in their data rates, and are often described as “bursty”. The type of connection
is recorded by therin thevxT tables in appropriaters. When a cell gets translated bylarto the internal
format, thecsbit field gets a value of 1 if the connection carries continuous media traffic, and 0O if it carries
discrete media. Further down the line, @PPwill use this information to direct traffic into one of twarFo
buffers. The real-time requirements of continuous stream data then dictate that cells in the continuous stream
buffer get priority over cells in the discrete stream buffer. Moreover, since continuous media traffic is typi-
cally non-bursty, we can afford to make the continuous stream buffer much smaller than its discrete counter-
part. Further details can be found in Section 8.2.8 and Section 8.3.6.

BR - Bypass ResequencetVhen this bit is 0, the cell is time stamped and resequenced normally, as described in
Section 3.2, Section 3.3, and Section 8.3.2. When this bit is 1, the cell is time stamped normally, but the re-
sequencer ignores the time stamp and always assigns the cell an age equal to the age threshold of the rese-
guencer. In the absence of other cells already in the resequencer with the same age, such cells will leave the
resequencer within one cell time. This feature is intended to provide the minimum propagation delay through
the entire switch that can be achieved. It may be useful if the receiver does not require cells to arrive in the
same order that they were sent. The switch can still guarantee that the cells will arrive in the order sent, for
connections wittBr=1, if all cells follow the same path through the switching fabric, and if the interval be-
tween consecutive cells in the connection is large enough. The first requirement can easily be met by choosing
to userc=000 for all cells in the connection. The second requirement occurs because the current implemen-
tation of the switch element chips can misorder two cells in the same connection if they arrive within 8 cell
times of each other. The sequence of the cells is guaranteed to be correct if every cell arrives at least 8 cell
times after the previous cell in the connection.

IADR — Internal Address: If Rcis 000, then this 30-bit field specifies a fixed path through the switching network. As
the cell is guided along this specific path, each successive switching element uses the first three bits of the
IADR field to select one of its 8 output ports, and then discards these three bits and shifts the remaining bits
up by one row (so that the downstream switch element can again use the first three bits to select an output
port). Wherrcis not 000, theaDRr field contains two “nibble” interleaved output port numbers, which have
been referred to earlier ®RT1 andPORT2. See the description of thre field above for the interpretation
and use of these two port identifiers. Here a “nibble” means a group of 3 bits. For details on the exact place-
ment of bits in this field, see the description of DR field in Section 6.4 and the conversion of thebrR
field to thelADR field in Section 8.2.10.

Ts— Timestamp: This field is used to indicate to th@rPthe time at which the cell entered the switch fabric, and it is
filled in by theiPpPjust before the cell enters the switch fabric. Recall thatdbeneeds this information for
doing resequencing (see Sections 3.2 and 3.3). Under normal circumstances, the high-order 11 hiss of the
are derived from the local cell clock, and the lowest order bit is zero. When transitional time stamping is
turned on, the time stamp is set to a value larger than the current time, and the lowest order bit corresponds
to thehalf-step bithat is used to prevent the cell resequencer from misordering cells when one of the internal
nodes in a connection tree is dropped (see Section 3.3). See Section 8.2.10 for more implementation details
on transitional time stamping.

STG— Source Trunk Group: The source trunk group field contains the 12-bit trunk group identifier offbevhere
the cell first arrived from an external link. To understand the need for this field, we need to look at the way
multipoint-to-multipoint connections would be handled (these connections have the property that there could
be multiple endpoints sending into the connection, and each endpoint receives cells sent by every other end-
point on the connection). Figure 19 shows a connection tree for such a connection. When two or more of the
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Figure 19: Connection Tree for Multipoint-to-Multipoint Connection
endpoints belonging to the connection interface to ports on the same switch, cells from all of these ports are
first sent to a common distribution port (corresponding to an internal node in the connection tree). From there,
the routing and copying proceeds normally to all the endpoints in the connection. However, it is often neces-
sary that the source of a particular cell does not receive a copy of that cell; it should only receive copies of
cells from other endpoints. A simple way to enforce this is to letdhediscard a cell if it is found to have
originated from the same port (i.e., ti® and theoprphave the same port number). Thephas no way of
knowing where the cell originated unless this information is encapsulated within the cell itself; this explains
the need for thesTG field. When theup bit (see below) is set, a cell arriving at arPwhose trunk group
identifier matches theTGfield is discarded. See Section 10.2.5 for a discussion about why these numbers are
called “trunk group identifiers” instead of “port identifiers”.

ub1,un2 — Upstream Discard:If the appropriate one of these two bits is set, a copy of the cell will not be sent to the
originating endpoint in a multipoint-to-multipoint connection (see the discussion ¢fithéeld above for
more details). It would be a good idea for ttreto set the upstream discard bits for all connections (multipoint
or point-to-point) except those in which “echo” cells are explicitly requested. Although the name "upstream
discard" is perhaps too well entrenched in the documentation, VHDL code for the chips, and source code for
the control software, it might help to think of this field with the more descriptive name "suppress echo".

PT— Payload Type:This field contains a copy of thr field from the originalT™ cell.

cLP— Cell Loss Priority: This bit is a copy of theLp bit value from the originahTm cell. It may be set by amppif
the vxT table entry for the virtual path/channel on which the cell arrives has ite1l$esc) bit equal to 1
(refer to Section 7.1 for a description of g@bit).

vX11, vxi2 — Virtual Path/Circuit Identifier: Each of these fields is three bytes in length; the first byte is the eight
least significant bits of &PI, and the next two bytes containval. If rRC is 000, 010, or 111 when the cell
reaches awPp, theopPpPuses the contents of thxi 1 field to fill in the vxi field in the 1/O or recycling data
cell format (Figure 17), as appropriate.R€ is 001, thevxi2 field is used instead. ThePPs should never
receive a cell witlRc=011 (i.e., this would be a sign of a malfunctioning switch element chip, or some other
hardware fault). If the cell is to be recycled, thisl value is used by theepto perform avxT lookup on the
cell. If the cell is to be sent out on the link, this value is placed in the header of the outgaeing cell.

BDI1,BDI2— Block Discard Index: These fields can be other than 0 only when the connection to which the cell belongs
is usingaAL 5 at the adaptation layer. kaL 5, a large transport level frame is split into a number of 48 byte
chunks that are used to fill in threrm cell payload before transmission. The last cell containing data from the
frame may contain fewer than 48 bytes of real data, and it is marked by settibipthim the pT field of the
cell (see Figure 16). Typically, if even one cell inasL 5 frame is lost or corrupted, the entire frame would
be discarded (and possibly retransmitted). Hence, if the switch finds it necessary to discard a cell belonging
to anAAL-5 frame, it can optimize by discarding all remaining cells within that frame except the last one.
Since a cell would be discarded during times of congestion, discarding all of these cells may help reduce the
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congestion further. See Section 8.3.5 for more details on the exact congestion control method used. The
field, when not 0, contains a tag that is used to differentiate connections using this feature. Since the field is
8 bits long, it follows that we can have no more than 255 such connections. Note that it is the jok®fdhe
assign a non-zereDI for some connections. Hcis 000, 010, or 111 when the cell reachesoam, theorp
usessDI1 as thesDI value for the cell. IRcis 001, themBDI2 is used instead.

Payload: The payload from the originalrm cell gets carried over into this field in the internal format.

Parity: Although it has not been shown in the figure, one horizontal parity bit is generated ptioe each of the
four switching planes. The parity is odd, and it is computed horizontally, i.e., one parity bit is generated for
every 12 bits (4 contio+ 8 data) passed to a switch element. Thus, in one clock tickptheould need to
generate 4 parity bits in all. See Section 9.6 for further details.

6.4 Control Cell Format

Control cells from the remoter arrive at the appropriately configured input port of a switch on a virtual circuit with

VvPI = 0 andvcl = 32 decimal. It is not yet certain whether them interface hardware in thep will allow us to send

such cells, so the method that the switch uses to recognize control cells may change. However, the rest of this section
is written under the assumption that cells with = 0 andvcl = 32 may be sent.

If the cpis attached by a direct link to a switch it is controlling, then ¢ciresends a cell wittvpi/vci equal to
0/32. If thecp controls a switch to which it has no direct link, then it creates a connection through an intermediate
switch to the desired switch. If the intermediate switch is also a Washington University gigabit switch, then this con-
nection has api/vci other than 0/32, so the intermediate switch propagates the cells as normal data cells. In general,
there could be several intermediate switches in a path to the switch at which the control cell will perform its operation.
The last such intermediate switch is set up bydhéo translate the incoming cells W1=0, vci=32 on the link to the
desired switch. Thus, only the last switch on the path interprets the cell as a control cell.

The cell format as interpreted by &P on the target switch is illustrated in the left part of Figure 20. Once
the actions specified in the control cell have been performed, the results (if any) are encapsulated in a similar control
cell, shown in the right part of Figure 20, by the appropr@teand returned to thep. TherHDRfield in acpto switch
control cell is used to fill in theT™m cell header of the corresponding switchacontrol cell. In this way, thepcan
ensure that the returning control cell gets routed correctly.

When an external control cell entersian, it gets converted to a 36-bit format analogous to the internal data
cell format. This format is shown in Figure 21. Notice that the four control columns carry information in the same for-
mat as the corresponding columns of an internal data cellbTbgcl, cyc2, cs, andBRr fields are also in the same
positions as in the internal data cell format. As before, the internal cell format gets converted to the corresponding ex-
ternal format in th@pPpPbefore being sent out on the link.

A description of the various fields in the control cell formats (both internal and external) follows. Fields that
have already been described either as part oktivecell header format, or as part of the internal data cell format, are
not described again. Throughout the rest of this section, we refer to control cells framtththe switch as incoming
control cells, and those from the switch to tikeas outgoing control cells.

opPC— Operation Code: On an incoming control cell, the opcode is a command to the target port processookthe
field is used to address a particular port processor, see below). Each port processor chip contains a number of
status and command registers that can be read from or written to; these jointly comprise what is called the
maintenance registeEach port processor also containgxa (virtual circuit translation table), as well as a
number of error flags. The command specified by the opcode can be used to initiate a hardware reset of all
chips comprising the switch, clear all error flags in all chips, or read or modify maintenance register fields or
VXT table entries. The various opcodes that have been defined are listed in Figure 22. The mnemonics in the
second column of the table will henceforth be used to identify the opcode specified in a control cell. Subse-
guent sections of the document elucidate the semantics of each of these opcodes.
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8 8

0 GFC |vPI[7:4]=0 0 GFC | VPI[7:4]
1 |VvPI[3:0]=0 1 [VPI[3:0]
2 VCI=32 decimal 5 2 VCI 5
3 [FT |o 3 T |
4 HEC 4 HEC
0 OPC 0 OPC
1 COF 1 COF
2 2
3 o 2 3 o 2
4 RVAL 1 4 RVAL 1
5 5
6 FIELD 3 6 FIELD 3
7 7
8 el —eR 1 8
9 [BI| RC [D|CYCcH 1
10 || RC |D|CYClcyg 1
11 (eIl RC |[D|CYCcH 1
12

EADRL 4 — 12
15
16

EADR2 4
19 19
20 20

EADR3 4 RHDR 4
23 23
24 24

RHDR 4 LT 4
27 27
28 28

INFO 16 INFO 16
43 43
44 44

CMDATA 4 CMDATA 4
47 47

External Control Cell External Control Cell
CcPto Switch Switch tocp

Figure 20: External Control Cell Formats

EADRL, EADR2, EADRS - External Routing Addresses:Most control cell operations require access to the maintenance
register or ayxT entry in one of the port processors. As can be seen in Figure 23(a), it is possible for a control
cell to reach any port processor chip by recycling it at least once. However Gbtieeds to test a particular
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1 3 8 8 1 2 11 10 1
o [BI| RC OPC COF |D|cvc1,z|CS|B — BI| 1
1 RVAL FIELD 1
2 W — |BI,RC,D,CYC,CS1 |BI,RC,D,CYC,CSZ |BI,RC,D,CYC,CS3 1
3 EADR1 1
4 EADR?2 1
5 EADR3 1
6 |— IADR RHDR 1
7 LT 1
8
9
10 INFO 4
11 Reserved
12 CMDATA 1
13 TS
14 o 2

Figure 21: Internal Control Cell Format
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(a) Accessing IPP #3 or OPP #3.
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Figure 23: Routing a Control Cell

(b) Routing from IPP #3 to OPP #6.

path through the switch fabric, we must be able to make the cell pass througfairour choice, and then

get routed to aroppPof our choice. As can be seen from Figure 23(b), we can do this in the general case if
control cells can be recycled at least twice (in other words, it can traverse the switch fabric at least three
times). Note that once we can make a control cell move from a sp&wifio a specificoPR, we can select

the exact path through the switching fabric, by settingrbéeld to 000 (see Section 6.3), and ther field

to the appropriate value.
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Opcode| Command Description

0 NOP No operation (used for cells that test switch operation and internal paths

~

FO (hex)| RST

Hard reset of all chips. The opcode is FO instead of 1 so that a single bit error
in aNop control cell does not transform it intaraT.

2 CLRERR Clear all error flags in all chips

3 RDVPXT Read virtual path table entry fromxT (everything exceptc field)

4 RDVCXT Read virtual circuit table entry froexT (everything exceptc field)

5 RDVPXTCC Read cell countercg) from virtual path table

6 RDVCXTCC Read cell counterc) from virtual circuit table

7 WRVPXT Write virtual path table entry intexT (does not writecc field)

8 WRVCXT Write virtual circuit table entry intoxT (does not writecc field)

9 WRVPXTTR Write virtual path table entry intéXT and start transitional time stamping
10 WRVCXTTR Write virtual circuit table entry int¥XT and start transitional time stamping

11 WRVPXTCC Write cell countergc) to virtual path table (for testing only)

12 WRVCXTCC Write cell countergc) to virtual circuit table (for testing only)

Return a cell only if error conditions exist (due to a mistake ingr@ndorp
13 ERRORS chip implementations, such cells should heized=0, or else the fields read
and returned may not be the desired error flags).

14 RDMR Read maintenance register field

15 WRMR Write maintenance register field

Figure 22: Control Cell Opcodes

To allow for three traversals through the switch fabric, the control cell format has three sets of the six fields
Bl, RC, D, CYC, CS, andEADR (note thatcyc here refers to a 2 bit value thatdéscl followed bycyc2). Each

of these fields has a numeric index that identifies the set to which it belongs. The set of fields with index 1
are used to fill in the corresponding fields in the internal control cell format during the first pass through the
switch; on the second pass (if any), the fields with index 2 are used, and on the third pass (if any), the fields
with index 3 are used. TR bit used in the first row of the internal control cell format is always copied from
theBR bit in the third row, for every pass. Ther bit in the third row of the internal control cell format is in

turn copied from theR bit of the cpto switch external control cell format. Since tke andIADR fields in

the four control columns are precisely those used by the switching fabric to route cettg,libe the capa-

bility of choosing a precise route through the fabric for its control cells.

The format of theeADR fields in the external control cell format is shown in Figure 24. In this figure, each
box represents one bit, bit 31 is the most significant bit, and bit O is the least significant bit. The fields are 32
bits long, but bits 16 and 0 are ignored by the switch. If there are two port numbers to specify (i.e., this cell
is not to be routed on a specific path), then the first port number should be placed in the most significant half
of the 32 bits, and the second port number should be placed in the least significant half. No matter how many
bits it takes to specify a port number, the first one should be placed imatbr field as far left as possible,
subject to the restriction that its last (i.e., least significant) bit is in one of the following bit positions: 29, 26,
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PORTL| 31| 30| 29 28 271 26 2b 24 23 22 21 20 19 18 /16

PORT2| 15| 14| 13| 12| 11 14 9 8§ 7 4@ » 4 B P J/.//O

Figure 24: EADR Field Format
23, 20, 17. The second port number should be placed in the corresponding position in the second half of the
field, i.e., such that its last bit position is one of: 13, 10, 7, 4, 1. For example, for a switch with 8 ports, port
numbers contain 3 bits each. The first port number should be placed in bits 31..29, and the second should be
placed in bits 15..13. For a switch with 32 ports, port numbers contain 5 bits each. The first port number
should be placed in bits 30..26, and the second should be placed in bits 14..10. All other bits are ignored by
the switch.

If the EADR field is used to specify a specific path through the switch, then it contains a sequence of three bit
switch element output port numbers. The first number is in bits 31..29, but the second is in bits 15..13. The
third is in bits 28..26, and the fourth is in bits 12..10, etc. Each odd numbered port number is in the next three
bits of the most significant half of the field, and the immediately following even numbered port number is in

the corresponding position in the least significant half of the field. For example, for a switch with 8 ports,
only a single switch element output port number is needed, and it is stored in bits 31..29. For a 32 port switch,
there are three stages of switch elements, so three switch element output port numbers are needed. The first
is in bits 31..29, the second is in bits 15..13, and the third is in bits 28..26. All other bits BAtirield are

ignored by the switch.

The formats for the two port and specific pa&hbRr fields were chosen to make the hardware that converts
theEADR field to thelADR field (in theipp chips, see Section 8.2.10), and the hardware that interpratsthe
field (in the switch element chips), simple.

RHDR— Return Header: The return header field is 4 bytes long, and it containsathe cell header that is to be used
in a control cell returning to thep (except for thedec, which is generated by therP. As was mentioned
earlier, this feature enables the to ensure that a returning control cell is correctly routed to its destination
(thecp).

coF— Control Offset: Although the thre&ADR fields (along with other fields comprising the three sets described ear-
lier) permit thecp to select which port processors a control cell will visit, these fields by themselves cannot
be used to isolate the point at which the control operation is performedcdinfeld overcomes this defi-
ciency. A control cell that performs a resess() or clear error LRERR) operation is interpreted by the first
IPP chip that it reaches, regardless of therF value. For all other operation codes, however, earychip
that the control cell recycles out of, and every chip that the control cell recycles into, may interpret the
control cell. Control cells cannot be interpreted when newly arrived on a link teraar when leaving on a
link from anopPr

At every point along the path visited by a control cell where it may be interpretedgihéeld is examined.
If cor=0, the operation is performed, otherwise the component simply propagates the cell without performing
any operation. In any case, the value inabefield is decremented before propagating the cell.

Consider, for example, the scenario shown in Figure 23(a). Let the target port proceisses.da that case,
thecpwould set thecorfield to 1 in the control cell sent. When the cell reachms0, it is newly arrived on
the link, soiPP-0 cannot interpret the cell, and it does not decrementdwrdield. In opr-3, the cell is recycled
out, so the control cell may be interpreted there. It is not interpretegéi8, because theorfield is 1, but

the corfield is decremented befoePr-3 recycles the cell teeP-3. Thus, the cell would recycle intep-3
with its corfield equal to zero; this would indicate ter-3 that it is the target of the control operation. After
performing this operationpr-3 would decrement theorfield (so the new value isF hex) and forward the
cell to the next downstream port processori0). oPr0 cannot interpret the cell, because it is destined for
the link. The cell would then follow the rest of the path todbithout further incident.

In general, if thecp wishes to perform an operation in an arbitrary (even the one that originally receives
the control cell), it should set theorfield to 1 and cause the cell to be recycled through the corresponding



29 Gigabit Switching Technology

OPPR, and then be sent to tleepPthat is on a path back to ttep. If the cpwishes to perform an operation in
an arbitraryopp(even the one that sends the reply control cell back tatgt should set theoFfield to 0
and cause the cell to be recycled through thrs, and then be sent to tteepthat is on a path back to the.

FIELD: These three bytes specify the target table entry (in casexf aelated control operation) or maintenance reg-
ister field (in case of a maintenance register related control operation) for the action specifiedbgfint.
For avxT operation that accesses a virtual path entryythehould be placed in the first byte BELD, most
significant bit first. For accessing a virtual circuit entry, the should be placed in the last two bytegafLD,
most significant bit first. Note that while only one of these values needs to be given fortoatcess op-
erations, both must be given when starting transitional time stamping on a virtual cirea#t (WRVCXTTR).
For a maintenance register operation, the field number of the maintenance register field should be placed into
this field, most significant bit first (see Section 7.2 for the field numbers that may be used). All three bytes of
this field are significant to the hardware for maintenance register operations.

INFO: TheINFo field contains up to 16 bytes of information. For control cells that read information, the incoming value
of this field is ignored by the switch, and it is overwritten with the values read when the read operation is
performed. For control cells that write information, the incoming valueued contains the information to
write, and at the point the write is performed, a read is performed immediately afterwards to verify the values
written. The format of these 16 bytes depends on the target of the read or write operation. See Section 7.1 for
the formats fovXT entries, and Section 7.2 for the formats for maintenance register fields.

CMDATA — Connection Management DataTheCMDATA field is not interpreted by the switch hardware; it is reserved
for use by the software running on tlee. The switch does not modify this field as the control cell passes
through it, and returnsMDATA in the control cell sent back to tle®. This feature can be used by tbe for
example, to associate control cells it receives with the appropriate control cells it had issued earlier. The exact
interpretation of the contents of the field is left to the software designer.

LT — Local Time: This field is not present for incoming control cells. For an outgoing control cell, it contains the local
(switch) cell clock value at the time the specified control operation was performed. This can be used by the
cPto compute traffic statistics.

RVAL - Return Value: For incoming control cells, thep should set this field tedoT_PROCESSED For an outgoing
control cell, it contains one of the values in Figure 25.

RVAL Mnemonic Description

0 SUCCESS Operation successful

1 NOT_PROCESSED| Control cell not processedcoF never reached 0

Invalid opc- either undefined, oraT operation attempted

2 BAD_OPCODE at ANOPP

Invalid FIELD - either an undefined maintenance register figld

3 BAD_FIELD number (Section 7.2), onT out of range (Section 8.2.8)

Figure 25: Control Cell Return Values

/ CONTROL TABLES AND REGISTERS

Most control cell opcodes specify an operation on the virtual path/circuit tablelf®aor on the maintenance register

in aniPP or OPP In this section, the contents of thegser entries and maintenance registers are described. The actual
semantics of the opcodes, as well as a discussion on the uge ehtries and maintenance register fields, is deferred
to later sections.
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These are both identicall
formatted 18 byte entries

> Virtual Path Table

==
[Bounds Register—»- <
> Virtual Circuit Table
>
J
Figure 26: vxT Table Organization
16 1 3 1 212 1111 2
0 -- |B|| RC |D|CYC1,2|C#UD1,2|SqVF’T|RCC}B|4 -- 1
1 EADR 1
2 VXI1 BDIL 1
3 VXI2 BDI2 1
24 8
0
1 - 3
2
3 cc 1
32

Figure 27:INFO Field Formats Used to Read/WritevxT Entries

7.1 Virtual Path/Circuit Translation Tables

Each input port processor chip containg@a, and each is organized as a contiguous array of 1024 entries. Each entry
is 18 bytes long. EactxT is split into two parts using a bounds register, as shown in Figure 26. We refer to these two
parts by the namesrtual path tableandvirtual circuit table The bounds register itself can be modified since it forms

a part of thapP's maintenance register (see theCount field in Section 7.2.1). Although the two tables comprising
avxT are named differently, entries in both these tables are identically formatted.

The fields within avxT entry are shown in two parts in Figure 27. The top part shows the contentsinkthe
field returned to thecp as a result of reading the main part of&r entry RDVPXT or RDVCXT). This format is also
used by thepr when writing avxT entry (using one of the opcod&gvPXT, WRVCXT, WRVPXTTR, Of WRVCXTTR).
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The bottom part of Figure 27 shows the contents ofitiFe field returned to thepas a result of reading the
cell counter €C) portion of avxT entry (RDVPXTCCOr RDVCXTCC), and it is also used by therto write a cell counter
(WRVPXTCC OF WRVCXTCC).

TheEADR, BI, RC, D, CYC1,CYC2, CS, andBR fields of the table entry are used to fill in the corresponding fields
in the four control columns and the first row of the internal data cell format.vKkng, vxi2,uD1, ub2, BDI1, andsDI2
fields are also copied from thexT entry into the appropriate places in the internal data cell format. Note that control
cells never make use of the information in ther entries, since all routing information is contained within the cell
itself. The remaining fields in thexT entries have the following interpretation:

BI —Busy/lIdle: This is similar to the busy/idle bit of the internal cell formats, but it has a slightly different interpreta-
tion in avxT entry. If this bit is O for an entry accessed by a data cell, thenrthdiscards the data cell im-
mediately. If this bit is 1, therp propagates the cell normally. This can be used byc#h® indicate which
connections are “on”, and which are “off”. The default value of this field after a reset is 0. The default value
for all other fields (except the Cell Count below) is thus unimportant.

sc—SetcLp: Theschit, when set, is interpreted by timr as a directive to set theLp bit for all cells on the connec-
tion, thereby forcing a low priority connection, regardless ofahe bits in cells that the source sends. This
provides a way of enforcing the priority of cells within a connection that was set up as a low priority connec-
tion.

VPT —Virtual Path Termination: When a new cell is received, tirpfirst performs a lookup in the virtual path table
using the cell’svpi field as an index into the table. For a virtual path, #re bit in the table would be 0, so
no further table lookups are performed. T¢resets thevPT bit if the virtual path terminates at that switch. In
other words, if thevPT bit is set, the connection is a virtual channel, andii®eneeds to do another table
lookup. This time the lookup is done on the virtual circuit table, using the cetl'dield as an index into the
table. Notice that the scheme outlined above does not permit two virtual channels traversing the same network
link to have different/pis, but the sameci. At first this may appear overly restrictive, but a closer inspection
reveals that we don’t lose much in the process. A simple way to see this is to think of a scenario where the
samevPI value is used for all virtual channels on a link; only thein values would differ. This would entail
setting thevPT bit in the virtual path table for the chosemri, so that each virtual channel is routed solely
based on thgci value (with thevpi value only serving as an indication that the connection is a virtual channel
and not a virtual path). Generalizing, even if we were to allow different virtual channels sharing a link to have
differentvpi values, we would only have to ensure that none of them share thessarsue, and this check-
ing can be done by thep at connection setup time. Allowing for this may not be a good idea however; it
results in wasted space in the virtual path table (because the rest of the contents of an entry in the table are
ignored if thevpT bit is set). But there are some cases in which it may not be possible to avoid using multiple
VPI's for virtual channels on the same link — as an example, if we make usesafithfBorum recommendation
that thevpl andvci values on a particular network link be the same in both directions for a bidirectional con-
nection, and if two neighboring switches are unable to agree on a sipglalue for all virtual channels, then
a search would have to be performed by the tiWs at connection setup time to determine a suitafslevci
pair.

RCO- Recycling Cells Only: Without this bit, it is possible for new cells arriving on the link to “masquerade” as re-
cycled cells in a multipoint connection. For example, in the multipoint connection of Figure 7, cells that arrive
on the link at input pord and are copied to output potiwill recycle to input portx and access table entry
in the virtual path/circuit table there. Unless there is some way of preventing it, a new data cell arriving at
input portx could also access table enjryand from that point on it would be treated as a normal cell within
the multipoint connection. If thrcobit is 1, only recycled cells are allowed to use the table entry; new cells
from the link attempting to do so are discarded. If Hwo bit is 0, both recycled and new cells may use the
table entry (although ther can prevent recycled cells from using it by not sending recycled data cells to that
port with thatvri/vct).

cc—Cell Count: This is a 32-bit counter that is incremented each time a new cell arrives on the connectiam. The
could use this counter to measure per-connection traffic, perhaps for billing purposes, or for statistics collec-
tion. Note that thecpwould have to issue RDVPXTCC or RDVCXTCC control cell to read the appropriateT
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entry if it wants to access this counter. This value may be written bgrhleut it need only do so for testing
the hardware. The default value of this field after a reset is 0.

For vxT related control opcodeKpVPXT, RDVCXT, RDVPXTCC, RDVCXTCC, WRVPXT, WRVCXT, WRVPXTTR,
WRVCXTTR, WRVPXTCC, andwRVCXTCC), the FIELD field in the control cell is an index into the appropriate (virtual
path or virtual circuit) table. For a virtual path operation, the first byteieD specifies thevpi. For a virtual circuit
operation, the last two bytes BELD specify thevcl. The operation for writing a virtual circuit entry and turn on tran-
sitional time stampingWRVCXTTR) is a special case, in which both/al andvci must be specified in theieLD field
of the control cell.

7.2 Maintenance Registers

On every chip, there are a number of command registers that control how the chip behaves, and a number of status
registers that can be read by a controlling process, and which describe the current state of the chip. Typically, a chip
has a maintenance register only if its behavior can be made to change under program control. The switch elements in
the prototype design are “dumb” in this respect; they merely route cells in a fixed way based on cell contents and a few
signal pins, and they cannot be programmed to behave differently (they have no “memaory”). The port processor chips,
however, can be configured using control cells from the reraptavhich is the controlling entity. In this section, we

list the various fields comprising the maintenance register for bottrHand theoppchips. We also describe the way

in which control cells can be used to read or modify these fields. Although we briefly describe the use of the fields
here, their use is described more precisely in Section 8.

Each maintenance register field is described as follows:

Field Number: This is the value to be used in tireELD field of a control cell to identify the specified maintenance
register field as the target of the control operation.

Length: Length of the field, in bytes.

cP Access:Operations that thep may perform on the field using control cells. Read only, Read/Write, or Read/Test
Write. As far as the hardware is concerned, Read/Write and Read/Test Write are identical. They are distin-
guished here only to note that under normal operationcteeed never write into a Read/Test Write field.
The Write access for such fields is provided only for the purpose of testing the hardware.

Subfields: The subfields of the field, if any, are listed. For most fields, subfields cannot be independently addressed
by a control operation; all subfields in a field must be read or written together. However, the Hardware Status
and Error Information fields can be addressed as a group (for efficient reading), and the subfields can be ad-
dressed individually (so that tlkee may turn off one error flag without inadvertently turning off others).

INFO Format: When thecp reads a field, the result is returned in the 16 byte field of the control cell sent back
from the switch to thep. TheinFo format shows where the subfields are located within these 16 bytes. The
same format must be used by ttrefor writing a field. All subfields are placed in the given locations with the
most significant bit on the left, and least significant bit on the right. In some cases, there is extra data present
in the result of a read operation. Such locations withinite field are ignored by the switch for write op-
erations.

Description: A description of the field and its subfields (if any). This may include some mention of its use.
Default Value: The value of the field immediately following a chip reset.

PP Access:How different parts of the port processor chip may access the field.

7.2.1 IPP Maintenance Register Fields
Thelpp maintenance register fields are:
Read Only Chip Information:

FIELD NUMBER: 1.



33 Gigabit Switching Technology

LENGTH: 7 bytes.
CP ACCESS Read/Test Write for Time, Read Only for Chip Type/Version and Link Type.
SUBFIELDS

Time: first 4 bytes.

Chip Type/Version: next 2 bytes.

Link Type: next 1 byte.

INFO FORMAT:
32
Time 1
Chip Type/Version | Link Type | - 1
16 8 2

DESCRIPTION ThelPpP has an internal cell clock that is incremented once every cell time (i.e., once every 16
clock ticks). The value of Time reflects the current contents of the cell clock counter. Part of this cell
clock is also used to fill in the time stanms)field in the internal cell formats.

The Chip Type/Version information is hard wired into the chip at fabrication time. The first byte is
the chip type. This is O foiPp chips, and 1 foopPpchips. The second byte is the version number of
this chip. For the first fabrication of these chips, this value will be 1. Other values may be defined
later if signicant design changes are made in later fabrication runs.

There are four pins on eagbp chip connected to the input transmission interfat§ ¢hip that des-

ignate the type of transmission interface or link. For example, these four bits could be used by the
cpto determine the speed of the link attached toitiee The values appearing on these pins can be
read by thecp by reading the least significant 4 bits of the Link Type subfield. Writing this field has

no effect. This value should not change during the operation of the switch, but may change from one
power up time to the next. See the link interface specification document [RF-94a] for the values that
this field may take.

DEFAULT VALUE: Time = 0. The Chip Type/Version is hard wired into the chip, and cannot be written, not
even for testing purposes. Link Type merely reflects the values of the four signal pinar#,thed
cannot be written.

PP ACCESSTime is incremented by cell clock circuitry, and readAmmT (for time stamping cellS\/REG,
andvxTc (the last two circuits read the time to place its value in the local timgf{eld of control
cells that they process). Thiee makes no access to the Chip Type/Version field or the Link Type
field. They are present solely for the benefit of the

Configuration Information:
FIELD NUMBER: 2.
LENGTH: 16 bytes.
CP ACCESS Read/Write.
SUBFIELDS
Trunk Group Identifier: first 2 bytes.
TS Offset: next 1 byte.
RcB Discard Threshold: next 1 byte.
RcB Discard Hold Duration: next 2 bytes.

vP Count: next 1 byte.
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Report Errors: bit 3 of byte aftepr Count.

Software Link Enable: bit 2 of byte after Count.
Recycling Link Enable: bit 1 of byte aftep Count.
Set Software Link Enable: bit O of byte after Count.
Hardware Re-enable Time: next 4 bytes.

Software Carrier Loss Time: next 4 bytes.

INFO FORMAT:
16 8 8

Trunk Group Identifier| TS Offset |rcsDiscard TH. 1
RcB Disc. Hold Duration vp Count | see below| 1
Hardware Re-enable Time | 1
Software Carrier Loss Time : 1
32 |
|
I
4 1111 :
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3| &| 3
n

DESCRIPTION All of these subfields may be set by the during initialization. The default values chosen are
intended to be useful, except for the Trunk Group Identifier subfield, which is not usefuli#rall
chips have the same value for it. If tkhe desires to change the values of all these subfields for all
IPP's after a reset, it can do so by sending a single write control cell that copies itself to all output
ports (using the copy to a range feature), recycles, and then writes this field. Note that this would
give the same values for these subfields torakhips. A similar technique can be used for reading
or writing a field in manypp chips by sending only one control cell.

The Trunk Group IdentifiertGl) is placed in the Source Trunk Grougr€) field of all data cells
arriving on the link attached to thisp. It may be useful for thepto assign the same value to this
field for multiple IPP's. See Section Section 10.2.5 for an example. Note that the first version of the
IPP chip was fabricated when this field and thes field was specified to be 16 bits (it included what

is now called the theink _INFO field), and theppreformatter fills in the 12 bisTGfield and the 4

bit LINK _INFO internal data cell fields from the Trunk Group Identifier. The next version offthe
chip will only have a 12 bit Trunk Group Identifier, and will specify some method of filling in the
LINK _INFO field on a per-connection basis, and perhaps differently for different cells within a con-
nection.

The TS Offset is used by the time stamping circuitry in the reformatter whenrrfgin a transition
phase immediately following the deletion of an endpoint (i.e., for a short period aftepilssues
aWRVPXTTROr WRVCXTTR control cell). Its value is set by thep during initialization. Further algo-
rithmic details of its use can be found in Section 8.2.10.

Thelppcontains a receive buffer€B) into which newly arrived cells are placed. Under light loads,
this buffer (and most others in the switch) will contain at most a few cells. However, it is possible
under heavy loading conditions for the buffer to become full. Wherrtteecontains a number of
cells that is larger than thrcB Discard Threshold, thecsis considered congested, and Hes and

vxTC discard certain types of lower priority cells in an effort to clear this congestion (see Sections
8.2.4 and 8.2.8 for details). To prevent the congestion condition from turning on and off rapidly (e.g.,
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if the RCB occupancy “jittered” around threcs Discard Threshold), thexTc turns on a timer that
lasts for a number of cell times equal to tkes Discard Hold Duration when thecs is congested,
and continues discarding certain kinds of cells until®klos occupancy is below the threshold and
the timer has expired.

Thevp Count field contains the largest index in theT that contains a virtual path entry. That is,

VXT entries 0 througlvp Count, inclusive, contain virtual path entries, and entnesGount + 1)
through 1023, inclusive, contain virtual circuit entries. This field serves as the bounds register men-
tioned in Section 7.1. (A more accurate name for this field would have been MaxVP, but it’s too late
to change that now.)

The Report Errors field controls whether tire maintenance register responds to control cells with
an opcode OERRORS or discards them (1 = respond only if there are err@rs always discard). It

may be useful to set this field to O for switch ports that are not attached to links, although Parity Error
could still occur for ports dedicated to recycling traffic.

The Software Link Enable field controls whether #krRAMER allows new data cells from the link
through to the rest of ther (1 = allow link data cells through, 0 = discard all link data cells). It may

be useful for thecp to set this field to O when a human operator suspects thattheentries of a
particulariPP may contain bad values. The suspect entries may be read at a leisurely pace while
new data cells are being discarded. Similarly, the Recycling Link Enable field controls whether the
MREG allows data cells that have been recycled from the correspondipitnrough to the rest of the

IPP (1 = allow recycling data cells through, 0 = discard all recycling data cells).

The Hardware Re-enable Time serves two similar purposes. First, when a hardware reset occurs, the
RFRAMERdiscards all new cells (data and control) for a number of internal cell times (as opposed to
link cell times) equal to this value. Of course, since a reset is occurring, only the default value can
be used for this purpose. This discarding is done to give the chips in the switch enough time to com-
plete hardware initialization actions. During normal operation after a reset, this value is used to con-
trol how long (in internal cell times) the hardware carrier must be continuously present before
allowing cells through (by setting the Hardware Link Enable field to 1). Without this delay, it is like-

ly that when plugging a cable into or pulling a cable out of the switch, the carrier will be “bouncy”,
i.e., it will go on and off rapidly before settling to a stable value. During this time, any cells received
will likely be garbage, rather than cells intended by the sender.

See Section 8.2.1 for a description of the Software Carrier Loss Time and Set Software Link Enable
fields. Note that the feature that these fields were meant to configure does not work corregly in
version 1.

DEFAULT VALUE: Trunk Group ldentifier = 0. TS Offset = 128 (this was the originally planned size of the
resequencing buffer, but after theeversion 1 was fabricated, this size was reduced tor8€y Dis-
card Threshold = 32 (size of threB). RCB Discard Hold Duration = Ovp Count = 255 (this is the
maximum size of the virtual path table, since only 8 bits ofitheare used). Report Errors = 1. Soft-
ware Link Enable = 0. Recycling Link Enable = 1. Set Software Link Enable = 0. Software Carrier
Loss Time = 0. The Hardware Re-enable Time is a special case. It has three different default values.
The MREG chooses which value to load at reset time by examining option pins of the chip called
QUIK_TEST. If QuIK_TEST=00, then the Hardware Re-enable Time is assigned a value of 2720 cell
times (this is about 0.14 seconds when the clock speed is 120 MHz). This is the desired value for
normal operation of the switch. gfuick_TEST=01, the Hardware Re-enable Time is assigned a val-
ue of 256 cell times. This is the shortest possible time in which every block arriehip will be
ready to receive cells (thexTc clears out 4 of its 1024 table entries per cell time immediately after
reset), and this option is intended for post-fabrication testing ofthehips. IfQuICK_TEST=10 or
11, the Hardware Re-enable Time is assigned a value of 32 cell times. This value is intended for
functional testing by simulation only, to reduce the simulation time. In this casgxttewill start
accepting cells after clearing as many table entries as possible in 32 cell times; it will not clear all
1024 table entries before accepting cells.



System Architecture Document 36

PP ACCESS Trunk Group Identifier and TS Offset read BymT. RCB Discard Threshold read ycB. RCB
Discard Hold Duration angp Count read byxTc. Report Errors, Recycling Link Enable, and Set
Software Link Enable read byreG. Software Link Enable, Hardware Re-enable Time, and Soft-
ware Carrier Loss Time read BFRAMER.

Hardware Status and Error Information:
FIELD NUMBER: 3.
LENGTH: 8 bytes (but see below).

CP ACCESS Read/Write. The subfields marked with field numbers below may also be accessed Read/Write
individually.

SUBFIELDS
Hardware Link Enable: bit 6 of the first byte.
Hardware Reset: bit 5 of the first byte (field number 6).
Link Was Disabled: bit 4 of the first byte (field number 7).
Parity Error: bit 3 of the first byte (field number 8).
vxI Out Of Range: bit 2 of the first byte (field number 9).
Bad Control Cell: bit 1 of the first byte (field number 10).
BadATM Signaling Cell: bit O of the first byte (field number 11).
vXI Out Of Range Header: next 3 bytes.
BadATM Signaling Cell Header: next 4 bytes.

INFO FORMAT:
8 24
see below| vxI Out Of Range Header 1
I Badarm Signaling Cell Header 1
Trunk Group Identifier| — 1
I -- 1
: 32
|
: 11111111 See below for explanation
| 2 3 of the shaded fields.
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DESCRIPTION This field may be read and written as a group by tirebut the error flag bits also have indi-
vidual field numbers given above. This is not useful for reading those fields, but it is useful for writ-
ing. Without the capability to turn off an individual error flag, it may happen thatthsees one of
the error flags set and wants to clear it. If it sends a control cell to write over all of the error flags
with zeros, then a different error may occur between the time that the error flags were read and then
written. Such an error would go unnoticed by ttre If the cp has the capability to address an indi-
vidual flag, it can turn it off without turning off the others. Theo field format for writing an in-
dividual error flag is the same as above, except thatkes ignores all bits except the one in the
position corresponding to the desired subfield. Nre field format for reading an individual error
flag is the same as above, except that all bits except the one in the desired position are undefined.
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The hardware may happen to set all of the bits as shown above, basti@uld not expect this.

If the maintenance register receivesemRORScontrol cell that is destined for it (i.ecor=0) and

the Report Errors subfield of the Configuration Information field is 1, then the maintenance register
checks the error flag bits. If any of them are equal to 1, themtirefield of the control cell is over-
written in the format shown above. If all of them are 0, then#heoRrscontrol cell is discarded,

and no reply is sent to ther. The Hardware Link Enable and Chip ID bits are not included in this
check, but the remaining one bit fields are included.

If a reply is returned, the maintenance register also fills in the shaded fields above, the Trunk Group
Identifier and Chip ID. This is useful to identify thepr from which the cell was returned, although

it may not uniquely identify it, since the Trunk Group Identifier may be the same for sereddlips

(see Section 10.2.5). It does help to narrow down the possible sources of the reply. The reason for
this feature is that we expect tkhe to send oueRRORScontrol cells that are copied to aHp chips

in the switch. Only thoseeP's that have error flags set will reply, and it is desirable thatdhbas

a way to identify whichpp may have sent a reply. Note that the Trunk Group Identifier will never
change as the result of writing this field; it may only be changed by writing the Configuration Infor-
mation field.

The Hardware Link Enable is 1 if ttRFRAMER detects that the incoming link is currently up, and 0

if it is down (to be completely accurate, it is 1 if the link has been up continuously for a number of
internal cell times at least as large as the Hardware Re-enable Time). It is different from the other
subfields; while it is possible for thep to write this field, its value is overwritten by tlrEeFRAMER

on every cell time. Its value need only be written for testing purposes.

If the switch performs a hardware reset (this happens when someone presses the reset button on the
switch, for example), it is desirable that thebe able to detect this condition. The Hardware Reset

field is set to 1 during a hardware reset of the chip. Thecp can read the field to determine if a

reset has occurred, and it may clear the bit so that the next reset may be detected. See Section 10.4
for more information on a hardware reset of the switch.

The Link Was Disabled field is set to 1 if the carrier for the incoming link is ever lost. It does not
change if carrier returns. This allows theto detect that carrier was lost on a port (for example, by
someone bumping the switch physically, or disconnecting a cable) without having to frequently read
the Hardware Link Enable field.

There is a single parity bit on the data sent from ¢i@to the correspondingpp on the recycling
path. If the parity bit received is ever incorrect, Parity Error is set to 1.

If the vPI or vCi of a data cell is ever out of range (see Section 8.2.8)yxn€®ut Of Range field is
set to 1. Thevpl andvcl of the data cell are placed in thei Out of Range Header field. They are
placed in this field in the same format that ¥xe field of the internal data cell format is filled in.

There is a physical toggle switch (calledrL_EN) for eachipp chip that determines whether it
should allow control cells into the switch. This can be used to prevent any computer except the
from controlling the switch. If the toggle switch is set to discard control cells, then the Bad Control
Cell field is set to 1 if a control cell arrives on the link. No other record is made of such cells. In
particular, the header of such cells are not recorded anywhere, as they are for bad signaling cells,
because bad control cells always have the samandvci fields.

The prototype does not handle all typesaoi signaling cells defined in the current standard (see
Section 6.1 for a list). TheFRAMER sets the BadT™ Signaling Cell field if it detects and discards
such a cell, and it puts the first four bytes of the header into theaBmdSignaling Cell Header field.
Note that even though unassigned cells are discarded IRFHravER, theRFRAMERdOES not set the
BadATM Signaling Cell field for such cells, since unassigned cells could be common.

DEFAULT VALUE: Hardware Link Enable = O (see the notes on what happens during a hardware reset in

Section 8.2.1). Hardware Reset = 1. All error indication bit fields (except Hardware Reset) = 0. All
header subfieldsinspecifiedand unimportant).
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PP ACCESSHardware Link Enable written by titrFRAMER ON every cell time. Hardware Reset set to 1 during
a reset. Link Was Disabled written IRFRAMER. Parity Error written byMREG. vxI Out Of Range
andvxi Out Of Range Header written lwxTC. Bad Control Cell, BadT™ Signaling Cell, and Bad
ATM Signaling Cell Header written bgrRAMER. All error indication bits (but not Hardware Reset)
cleared byREG when the global clear error sigmalRERRIs asserted.

Statistics-A:
FIELD NUMBER: 4.
LENGTH: 12 bytes.
CP ACCESS Read/Test Write.
SUBFIELDS
Receive Cell Counter: first 4 bytes.
Recycling Cell Counter: next 4 bytes.

vXT €S0 Discard Counter: next 4 bytes.

INFO FORMAT:
32
Receive Cell Counter 1
Recycling Cell Counter 1
vXxT €S0 Discard Counter 1
-- 1

DESCRIPTION All subfields of this field (as well as those of the Statistics-B field, see below) reflect values of
on-chip counters that maintain various statistics.

The Receive Cell Counter field contains a count of all cells received on the input link Iptthet
were not unassigned cells, and that had a corectbyte in the header. The Battc Counter field,
described below, counts cells witleC errors. Note that the Receive Cell Counter also counts cells
discarded by theFrRAMER (even though they had a corre®c), such as control cells received and
discarded because they were not enabled for #wschip, and badatm signaling cells (see
Figure 16).

The Recycling Cell Counter field contains the number of cells that have been receivedMrethe
Note that all cells received by thep from theoppPon the recycling path are counted, even if they
are discarded by thereg, regardless of the reason for the discard. These statistics track “normal”
operation of therpr.

The vxT cs0 Discard Counter holds the number of discrete streasa{) cells discarded in the
VvXTC due to congestion in the receive buffer (see Section 8.2.8).

For any counter value, ther can compute the number of such cells in a particular time interval by
reading the counter at the beginning and end of the interval, and taking the difference of the counter
values.

DEFAULT VALUE: O for all counters.

PP ACCESS Receive Cell Counter incremented RFRAMER. Recycling Cell Counter incremented B§REG.
VvXT cs0 Discard Counter incremented byTcC.

Statistics-B:
FIELD NUMBER: 5.
LENGTH: 16 bytes.

CP ACCESS Read/Test Write.
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SUBFIELDS
RCB cLP=0 Overflow Counter: first 4 bytes.
RCB cLP=1 Overflow Counter: next 4 bytes.
cvycs Discard Counter: next 4 bytes.

BadHEcC Counter: next 4 bytes.

INFO FORMAT:
32
rRcB CLFO Overflow Counter 1
RCB CLPL Overflow Counter 1
cycs Discard Counter 1
BadHEc Counter 1

DESCRIPTION TheRcB cLFO Overflow Counter contains the number of high priority#=0) cells that have
been discarded by thrcB, which occurs when theceis full. Thercs cLPL Overflow Counter con-
tains the number of low priorityaLP=1) cells that have been discarded, which occurs wheRrdbe
is full, but also when its occupancy is over K@ Discard Threshold.

Thecycs Discard Counter contains the number of cells discarded because the recycling buffer was
full.

These statistics measure congestion infhe

Cells received by theepare subjected to a header error check based ooRbeontained in theiec
field; the BadHEC Counter contains the number of cells with bad headers that have been detected
and discarded{ec errors should be rare under normal operation.

DEFAULT VALUE: O for all counters.

PP ACCESSRCB CLF) Overflow Counter andécs cLPL Overflow Counter incremented IRCB. cycs Discard
Counter incremented hyreG. BadHEC Counter incremented IRFRAMER.

7.2.2 OPP Maintenance Register Fields
TheopPPmaintenance register contains the following fields:
Read Only Chip Information:
FIELD NUMBER: 12.
LENGTH: 6 bytes.
CP ACCESS Read/Test Write for Time, Read Only for Chip Type/Version.
SUBFIELDS
Time: first 4 bytes.
Chip Type/Version: next 2 bytes.

INFO FORMAT.
32
Time 1
Chip Type/Version | - 1
16

- 2

DESCRIPTION The value of Time reflects the current contents of the cell clock counter corth&@ he Chip
Type/Version field contains the chip type and version number information. See the description of
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the corresponding field in ther maintenance register for more details.

DEFAULT VALUE: Time = 0. The Chip Type/Version is hard wired into the chip, and cannot be written, not
even for testing purposes.

PP ACCESsTime incremented by cell clock circuitry, read kgsEQto compute the age of cells coming from
the switch, and read byrReG to place in the T field of control cells that it processes. Therpmakes
no access to the Chip Type/Version field.

to do: Document how Time can be changed bymtiveE_SyYNCinput pin, the reason, and the "format”

of the input signal. If aiIME_SYNcC-induced write would normally occur during a particular cell time,

but a control cell that writes Time is processed during that same cell time, the control cell takes pri-
ority.

Configuration Information:

FIELD NUMBER: 13.

LENGTH: 12 bytes.

CP ACCESS Read/Write.

SUBFIELDS
Trunk Group ldentifier: least significant 12 bits of first 2 bytes.
Resequencer Offset: next 1 byte.
Reliable Multicast: bit 1 of next byte.
Report Errors: bit O of the same byte.
XMB cs0 Buffer Size: next 2 bytes.
XMB €S0 Congestion Threshold: next 2 bytes.
XMB €S0 EPDH Threshold: next 2 bytes.
XMB €SO Near Empty Threshold: next 2 bytes.

INFO FORMAT.
4 12 8 8
-- | Trunk Group Identifie] Reseq. Offsetl see below| 1

XMB €SO Buffer Size [xmB cs0O Cong. Threshol|d 1
xmB cSO EPDHThr.  |xmB csO Near Empty' Thr. 1
- !
32 :
|
6 11 :
- |
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DESCRIPTION If the sTGfield of an incoming data cell matches the value of¢®&'s Trunk Group ldentifier,
the data cell is going out on the link (i.e., it is not to be recycled), and the appropriate upstream dis-
card bit of the cell is setp1 orup2), then the cell should be discarded. This is useful for establish-
ing multipoint to multipoint connections. See Section 10.2.5 for an example.
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The Resequencer Offset contains the age threshold that is used by the resequencing buffer circuitry
to determine when a cell is ready to leave the buffer. Gihghould set the value of this field during
software initialization to an estimate of the maximum time a cell could spend within the switching
fabric. It should not be set to the value 255, as this could cause functional problems in the resequenc-
er with certain unusual sequences of incoming cells. Any value in the range 0 to 254 is safe func-
tionally, although the extremely small or large values are not recommended for good performance.
Values that are too small will cause all cells that do not have the bypass resequs)det ¢n to

be discarded for being too old, including control cells. This would not be too horrible, except that it

is difficult to turn on thesRr bit of control cells, so if the Resequencer Offset is made too small, it is
difficult to make it larger again. See Section 11 for more details.

The Reliable Multicast field has a small but significant effect on the behavior @fhRerRFMT See
Section 8.3.1 for more details.

The Report Errors field controls whether thepmaintenance register responds to control cells with
an opcode OERRORS or discards them (1 = respond only if there are err@rs always discard). It
may be useful to set this field to O for switch ports that are unused.

The oppcontains a transmit buffexs) into which cells that are ready for output on the link are
placed. This buffer is logically divided into two separate parts, one part for continuous stream traffic
(cs=1) and one part for discrete stream trafitcs€0). ThexmB csO Buffer Size field specifies the
desired number of cells for the discrete stream part of the buffer. All remaining cell slots are for con-
tinuous stream cells. Note that this is a desired value only, and if it is changed during operation of
the switch, it may take some time for cells in the part of the buffer that was reduced in size to leave
and free up space now desired for the other part (but this time is likely to be on the order of a few
hundred switch cell times at most - probably shorter than the time required fartioeprepare a
control cell and send it).

When the occupancy of the discrete stream part okt buffer exceeds the value contained in the
XMB €SO Congestion Threshold field, all discrete stream cells attempting to enter that part of the
buffer that are low prioritydLP=1) are discarded.

See Section 8.3.5 for an explanation of #n& csO EPDH Threshold and th&ms csO Near Empty
Threshold.

The first version of th@prpchip will only store the least significant 8 bits of the founs cs0 fields.

For write control cells, the most significant 8 bits of each of these fields is ignored, and for read con-
trol cells (or the verifying read operation performed by write control cells)vikes will always fill

the most significant 8 bits with 0. Since future versions of this chip may consider more bits of these
fields significant, it is recommended that control software always fill these ignored bits with O for
write operations.

DEFAULT VALUE: Trunk Group Identifier = 0. Resequencer Offset = 60. From the table in Figure 11, this value

should be large enough to guarantee that cells in a 512 port, 5 stage switch are very rarely rese-
guenced incorrectly. It is also probably sufficient for a 4096 port switch, but larger is questionable.
Itis overkill for an eight port switch; thep could reduce this value during initialization for switches

with few ports. Reliable Multicast = 0. Report Errors =x#B cs0 Buffer Size =xmB cs0 Conges-

tion Threshold = 134 (leaving 166 - 134 = 32 cellsé®=1 queue inkMB). XMB ¢SO EPDH Threshold

=67 (half ofxmB csO Buffer Size)xms csO Near Empty Threshold = 10.

PP ACCESSTrunk Group ldentifier read bgFmT. Resequencer Offset read RgSEQ Reliable Multicast read

by RFMT. Report Errors read byREG. XxMB €SO Buffer Size andkms csO Congestion Threshold
read byxms. XMB csO EPDH Threshold andms csO Near Empty Threshold read bpc.

Hardware Status and Error Information:

FIELD NUMBER: 14.

LENGTH: 1 byte (but see below).
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CP ACCESS Read/Write. The subfields marked with field numbers below may also be accessed Read/Write

individually.

SUBFIELDS

Hardware Reset: bit 4 of the first byte (field number 17).

Parity Error Plane 3: bit 3 of the first byte (field number 18).

Parity Error Plane 2: bit 2 of the first byte (field number 19).

Parity Error Plane 1: bit 1 of the first byte (field number 20).

Parity Error Plane 0: bit O of the first byte (field number 21).

INFO FORMAT:
8 4 12
see below| -- [ Trunk Group Identifief
|
|
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|
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See below for explanation
of the shaded fields.

DESCRIPTION Just as for theep Hardware Status and Error Information field, this field has several error flags
that may be accessed individually. See the description there for more information.

For ERRORScontrol cells processed by tlweprchip, a reply is sent only if Report Errors is 1, and
one of the one bit subfields above is equal to 1 (Chip ID is not checked for this, of course). As for
the Ipp chip, the shaded fields in the figure above are filled in for replies tarrORcontrol cell.

See the description there for motivation.

The Hardware Reset field is similar to the Hardware Reset maintenance register field.

If one of the Parity Error Plane bits is 1, it is an indication that a parity error was detected in a cell
received from one of the four switching fabric planes. If a parity error has been detected on the por-
tion of a cell received from planie then the field Parity Error Plarids set to 1. Cells are not dis-
carded because of a detected parity error.

DEFAULT VALUE: Hardware Reset = 1. All parity error flags = 0.

PP ACCESSHardware Reset setto 1 during a reset. All parity error flags writterAmr, and cleared byREG
when the global clear error signal is asserted (Hardware Reset is not changed when this signal is as-

serted).
Statistics-A:
FIELD NUMBER: 15.
LENGTH: 8 bytes.
CP ACCESS Read/Test Write.

SUBFIELDS
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Transmit Cell Counter: first 4 bytes.
Recycling Cell Counter: next 4 bytes.

INFO FORMAT:

32
Transmit Cell Counter 1
Recycling Cell Counter 1

- 2

DESCRIPTION As in the case of theep maintenance register, all subfields of this field (and those of the Sta-
tistics-B field below) contain values useful for gathering statistics. The Transmit Cell Counter con-
tains the number of cells that have been output byotbreto the link interface (not counting "filler"
unassigned cell slots that might be generated when no real cell is available for transmission, which
is done for some kinds of link interfaces). The Recycling Cell Counter contains the number of cells
that have been recycled to the corresponting

DEFAULT VALUE: O for all counters.

PP ACCESs Transmit Cell Counter incremented ByRAMER. Recycling Cell Counter incremented IREG.

Statistics-B:

FIELD NUMBER: 16.

LENGTH: 16 bytes.

CP ACCESS Read/Test Write.

SUBFIELDS
xMB €S0 Overflow Counter: first 4 bytes.
xMB csl Overflow Counter: next 4 bytes.
Too Late Discard Counter: next 4 bytes.

Resequencer Overflow Counter: next 4 bytes.

INFO FORMAT.
32
xmMB €s0 Overflow Counter 1
xmMB csl Overflow Counter 1
Too Late Discard Counter 1
Resequencer Overflow Counter 1

DESCRIPTION ThexmMB csO Overflow Counter contains the number of discrete streasn() cells that had
to be discarded because th& buffer in thexms overflowed (see Section 8.3 for more discussion
of thec0 andcsl buffers). Thexms cs1 Overflow Counter is analogous, but it applies to continu-
ous stream cells.

When theoppreceives a cell from the switch, it may have been delayed in the switch for more cell
times than the value of the Resequencer Offset. It is possible that cells arriving after this one in the
same connection have already left the resequencer, so the late cell will be discarded (whetheritis a
data or control cell). The Too Late Discard Counter contains the number of such cells dropped. If
this happens too often, it is a sign that the value chosen for the Resequencer Offset is too small.

There is no flow control from therPs back to the switching fabric, so cells may arrive at the refor-
matter in aropPwhen thatopPPs resequencer is full, and be discarded. Such cells are counted by the
Resequencer Overflow Counter.
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DEFAULT VALUE: O for all counters.

PP ACCESsXMB €S0 Overflow Counter anamMB cs1 Overflow Counter incremented lBpc. Too Late Dis-
card Counter and Resequencer Overflow Counter incrementgsap

BDC Control:

FIELD NUMBER: 22.

LENGTH: 16 bytes.

CP ACCESS Read/Write.

SUBFIELDS
Block Discard Operation: second byte (first byte unused).
BDI to Operate: next 1 byte.
Block Discard State to Write: next 1 byte.
next 2 bytes unused.
BDI Read: next 1 byte.
Block Discard State Read: next 1 byte.

INFO FORMAT.

8 8 8 8

- | BD Op. BDI to Op. |BD StatetoWrit4 1
-- BDIRead |BD State Read 1

- 2
32

DESCRIPTION When a connection uses the block discard feature implemented Bpthat may leave the
BDC entry indexed by the connection’s block discard index) in a state that would cause the first
packet of a new connection that reused #psto be discarded, even if no congestion existed at that
time. While this situation would correct itself after the first packet, it is desirable to give a new con-
nection a fighting chance to start out with as favorable treatment as possible.

Thecpmay overwrite the state of any entry in tBec’s table by writing a Block Discard Operation
value of 1, indicating that thebc should perform a write operation followed by a verifying read,
the desireaDl in theBDI to Operate field, and new state bits into the Block Discard State to Write
field. There are 11 signals from the maintenance register tatzén the oppchip that carry these
values (1 for operation, 8 f@pl, and 2 for state), and these change once every cell time. They reflect
the current contents of these fields in the maintenance register.

In any cell time when the maintenance register receives a control cell writing this field, it puts the
values in the control cell on these signals for one cell time, andikawill perform the desired op-
eration in its table, in addition to any that might be required due to its normal processing of cells that
pass through it (if both such writes are to the same table entry, the order in which they are executed
is unimportant). Iranycell time when the maintenance register doetreceive a control cell writ-

ing this field, it clears the operation signal to 0O, indicating thatbe should perform a read. Note

that this behavior is a bit different than all other existing maintenance register fields.

Every cell time thesDC either performs a read or a write operation on s@mevalue. One write is
performed by th@Dc for each control cell with opcod®RMR and field 22 that the maintenance reg-
ister processes. If no write is performed, a read is performed orthealue received from the
maintenance register (from tsei to Operate field). Thigbi value is then sent back along with the
2 bit state read from thBDC's table (these values are all 0's if a write was performed bysthein
that cell time). Once every cell time, the maintenance register copies these two values Buo the
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Read and Block Discard State Read fields.

The least significant bit of both Block Discard State fields indicates the propagate/discard state of
the connection - 0 is propagate, 1 is discard. The next least significant bit of these fields indicates
whether the last cell received at thec for that connection was the last cell of #8L5 frame - 1

for yes, 0 for no - and thus whether the next cell received should be treated as if it is the first cell of
its AAL5 frame. Thus 00 is the initial state for all connections.

If the cpwants to return a connection to its initial state, it should send a control cell with opcode
WRMR and field 22 destined for the desiregpchip. The Block Discard Operation field should be

1 for write, thesDI to Operate field should contain the desiesd value, and the Block Discard State

to Write field should contain 00 in the least significant bits (it may as well make all 8 bits equal to
0, for possible future expansion of the number of bits of block discard state maintained per connec-
tion).

The values placed in thebl Read and Block Discard State Read fields is not very important. What-
ever values are in the write control cell will be temporarily placed in the maintenance register’s in-
ternal flip-flops, and returned in the verifying read operation oftt#R control cell, but then those
values will be overwritten with the values from tBec within a cell time. The only purpose for this
temporary writing is for testing purposes.

If the cpalso wants to verify whether thebc’'s memory and control logic is working completely
correctly, it may later send a control cell with opcad®mR, field 22, destined for the sana®pchip,

with a Block Discard Operation field of O for read. Within 2 or 3 cell times aftentt®R control

cell was processed, the values in Hze Read and Block Discard State Read fields should reflect the
contents of the appropriate table entry in #mec. Only acpthat was testing thaspPpchip for hard-
ware faults would do this, though.

In the first version of th@ppchip, only the least significant bit of the Block Discard Operation sub-
field is actually stored in the chip, and only the least significant two bits of the Block Discard State
subfield. Other bits of those subfields will be ignored by the first version of the chip for write oper-
ations, and will be undefined for the value returned tecthiey read operations.

DEFAULT VALUE: O for all subfields.

PP ACCESSBDI and New State read Igpc, and written byuREG once during every cell time.

8 PORT PROCESSOR DESIGN

8.1 Overview

Until now, we have been making the assumption that the input and output port processors are implemented as two sep-
arate chips. This is because of the area available for circuitry on a single chip. If that were not a restriction, there is no
other reason why the functions of both tire and theoppcould not have been implemented on a single chip. This
section focuses on the design of the port processor chips.
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Figure 28: Port processor organization

Figure 28 is a schematic showing the internal functional units that comprise the input and output port proces-
sors put together. In the two chip prototype implementation, the circuitry in the top half of the figure will be placed in
theIPp chip, and that in the bottom half will be placed in thepchip. The recycling bufferqycs) will be placed in
theIpPp chip, and the maintenance registerR€G) will be in both thapp andopPpchips.

Cells arriving from the link interface arrive on a 32 bit wide data path in the typical case; however, this de-
pends on the specific chip set being used for the link interface. The receive frRFR&MER) is responsible for sep-
arating the cells (cell delineation), and for performing header error check on the cell headeroh ttie transmit
framer circuitry KFRAMER) generates theec, and sends cells to the link interface.

The receive synchronizesYNC) and the transmit buffexs) are used to convert between the internal and
external clock rates. More detail on the transmit buffer is given below.

The receive bufferfcB) buffers cells waiting to enter the switch. The switch provides a grant signal when it
is ready to receive a cell. If thrcs fills up, it discards incoming cells. If the number of cells in #es goes over an
adjustable threshold value, then discrete streas() cells arriving at thevxT are discarded for a short duration to
help ease the congestion.

The receive circuikcv is responsible for merging new cells from the input link and recycled cells from the
recycling buffer ¢ycB) and passing them on to tiet.

The virtual path/circuit translation tablexT) looks up the virtual path identifier, and possibly the virtual cir-
cuit identifier, of all incoming data cells. This lookup provides two output ports, and the cell will be sent to either one
port, both ports, or all ports between these two, inclusive. A vievandvci is given to the cell (two sets are given if
exactly two copies are to be made of the cell). It also specifies whether each copy should be recycled when it reaches
the appropriaterpr, and other information about the connection that is discussed in the next two subsectionst The
also performs all read and write operations on its table entries that are requested by control cells. Cells are given a time
stamp from the Time maintenance register field immediately before they are sent to the switch.

The resequenceRESEQ receives cells from the switch and holds them in a buffer. It keeps track of the age
of each cell, which is the current time minus the time stamp stored in the cell. When cells are “old enough”, as specified
by the Resequencer Offset maintenance register field (see Section 7.2.2), they are sent to the transmitagidanit (
oldest first order.
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Figure 29:1pp Physical Organization

The transmit circuikmiT has a dual role to thecv circuit; it identifies those cells that should be recycled by
examining thecyc bit. The transmit circuit sendsvc=1 cells to the maintenance register arvet=0 cells to the trans-
mit buffer xmB).

The maintenance registeREG maintains status values, error flags, and adjustable parameters for modifying
the behavior of the port processor. It also processes control cells that access these values. In the prototype, this is only
done for cells that pass through the recycling path. This simplifies the circuitry handling control cells. It sends cells to
the recycling buffergycs), which has a capacity of 16 cells.

The xmB is organized as two separate buffers, one reserved for continuous media traffic, and the other for
discrete media traffic. Continuous media data typically has real time constraints, so it should be delivered as soon as
possible. By separating the twa o buffers, we can ensure that the continuous media data suffers minimum latency
by preferentially transmitting data from the continuous media buffer rather than from the discrete media buffer. Note
that the distinction between connections carrying discrete media and those carrying continuous media is made based
on the value of thesbit in thevxT tables (this value is carried through to therin the internal cell format). Thep
might choose to set this bit based on the ratio of the peak and average bandwidth requirements quoted by the applica-
tion at connection setup time, for example.

Typically, continuous media traffic is not very bursty, whereas discrete media traffic can be very bursty. This
observation allows us to use a much smaller buffer for the continuous miedial he prototype has a 256 celFo
for discrete media traffic, andrro holding about 100 cells for continuous media traffic. These sizes are defaults after
a reset, and the total of about 350 cell slots can be divided arbitrarily between discrete and continuous media cells by
writing a maintenance register field (see the descriptiomefcs0 Buffer Size in Section 7.2.2

8.2 Input Port Processor Design

This section covers the design of the input port processors in more detail. The descriptions here are intended to be de-
tailed enough for hardware designers to write VHDL code specifying the behavior of the circuits. Figure 29 shows a
more detailed picture of thep chip implementation. The most important change from Figure 28 is the addition of a

cell store €sSTR). This is a memory that holds the contents of the cell while it is inkRRePart of the header and control
information of the cell is passed through the rest ofiiealong with a pointer to the rest of the cell’'s data within the
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cell store. The information passed through the “control path” offthés much smaller than the full size of the cell.

This design was chosen to reduce the power requirements of the chip. If the full cell contents were passed from one
component to the next at the desired clock speed, there would be many transitions in signal levels on many internal
data paths, leading to higher power requirements for CMOS technology. The synchremi@rdircuitry is incor-

porated into the cell store.

In the description of the various blocks, frequent references are made to maintenance register fields
(Section 7.2.1), fields of control cells (Section 6.4), and fields of the internal cell formats (Section 6.3).

Figure 30 shows all possible values that the control cad®)field in the control path may take, and their

Value Command Description
0 IDLE Idle cell
1 NEWDATA New data cell (i.e., one that came from the link)
2 CYCDATA Recycled data cell
3 RDVPXT Read virtual path table entry fromxT (everything exceptc field)
4 RDVCXT Read virtual circuit table entry froexT (everything exceptc field)
5 RDVPXTCC Read cell counterc) from virtual path table
6 RDVCXTCC Read cell counteicg) from virtual circuit table
7 WRVPXT Write virtual path table entry intexT (does not writecc field)
8 WRVCXT Write virtual circuit table entry intoxT (does not writecc field)
9 WRVPXTTR Write virtual path table entry int@XT and start transitional time stamping
10 WRVCXTTR Write virtual circuit table entry int¥XT and start transitional time stamping
11 WRVPXTCC Write cell counter¢c) to virtual path table (for testing only)
12 WRVCXTCC Write cell counter¢c) to virtual circuit table (for testing only)
13 CYCCTL A recycled control cell for which no operation should pe performed by the
VXT (e.g., one that hasorz0, or one that was handled in REG)
14 NEWCTL A new control cell that has arrived on the incoming link

Figure 30: ccp Field Values

meanings. Most of these values are copied from the control cell opcode table (Figure 22).

8.2.1 Link Enabling and Disabling Circuitry

This circuitry is part of theRFRAMER, but most of it operates independently of the other functions oRHRAMER, SO
we describe it separately.

Part of the receive framer monitors the state of the incoming link. There is a signal sent from the input trans-
mission interfacerti, see Figure 12) chips to therindicating whether the link is “up” or “down” (see the link inter-
face specification [RF-94a]). The link is up if data is being sent tath&om the sendingT! at the other end of the
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cable (located inside of a workstation or another switch). The link may be down for several reasons: thesending

is off or not working properly, the cable into tle has been unplugged or bumped, or thes off. During the time

that the link is down, we do not want tReRAMERt0 send any cells to the rest of time (neither data nor control cells),

since such cells would contain random data, not data intended by any sender. Also, when the link comes back up, we
desire a delay before tiRERAMER starts receiving cells, because the link may be going up and down very rapidly (e.g.,
when a cable is being plugged in and adjusted). The length of this delay is stored in the Hardware Re-enable Time field
of the maintenance register, in cell times (as measured by the internal 120 MHz clock, where a cell time is 16 clock
periods).

In addition to hardware reasons for disabling the link, there may be times when it is useful to disable the pro-
cessing of data cells at a port because a human operator suspects that the virtual circuit translation tables contain bad
entries. Data cell processing can be disabled by setting the Software Link Enable field to 0. Control cells are not af-
fected by this.

When carrier on the link is lost for a sufficiently long time (e.g., 5 seconds), it is possible that this is caused
by someone unplugging one cable from the port, and then plugging in a different cable with a different source. It may
be useful for the Software Link Enable to be set to 0 automatically under these conditions, so that data cells are dis-
carded while thecp checks if the cable plugged in has the same source or a different source. This could be used to
automatically monitor the topology of the network. If the carrier is lost for more cell times than the Software Carrier
Loss Time (as measured by the internal 120 MHz clock), then the hardware sets the Software Link Enable field to the
value of the Set Software Link Enable field. The behavior described can be enabled by placing 0 in the Set Software
Link Enable field. This mechanism can be turned off completely by setting the Software Carrier Loss Time to 0. Note
that while this feature appears to be correctly implemented in the receive framrewefsion 1, the maintenance reg-
ister in that chip does not change the value of the Software Link Enable field to the value stored in the Set Software
Link Enable field.

Another function performed by the link enabling/disabling circuitry is preventing cells from entering the
switch during a hardware reset. It takes time for some circuits (e.g., the cell stores and virtual circuit translation tables)
to initialize themselves after the global reset signal is no longer asserted, and they are not prepared to accept cells dur-
ing this time. The duration of this time is controlled by the default value of the Hardware Re-enable Time field (it must
be the default time, because this occurs immediately after a reset).

Now we present a simple state machine that implements the desired behavior. A picture of the state machine
is shown in Figure 31.

The link enabling/disabling circuitry contains two timers: the Hardware Timer and the Software Timer. Each
is 32 bits long, and is decremented once per internal cell time when it is not 0. The Hardware Timer is used to imple-
ment the “debouncing” behavior of the Hardware Link Enable field, and the Software Timer is used to implement the
behavior for disabling data cells when the carrier is lost for too long.

Normally, when the carrier is present, the state machine is in the Link Enabled state. If carrier is ever lost, the
state machine changes to the No Carrier state. It also starts the Software Timer by assigning it the value in the Software
Carrier Loss Time field, and signals ti®EG so that it sets the Link Was Disabled field to 1. The only way to leave
the No Carrier state is for the carrier to be regained. When this happens, the state machine goes to the Wait to Enable
state, and the Hardware Timer is started by assigning it the value in the Hardware Re-enable Timer field.

There are two possible transitions from the Wait to Enable state. If carrier is lost again, the state machine re-
turns to the No Carrier state. However, if the Hardware Timer expires while in the Wait to Enable state, the carrier has
been present for long enough to be considered stable, and the state machine goes to the Link Enabled state. This is the
time when the Software Link Enable field should be assigned the “default” value from the Set Software Link Enable
field, if it has been sufficiently long since the last time the state machine was in the Link Enabled state. If the Software
Carrier Loss Time is 0, then this feature is disabled. Therefore, in order to perform the assignment Software Link En-
able becomes Set Software Link Enable, the Software Timer must have expired (i.e., it is eqaadth@)Software
Carrier Loss Time must be greater than 0.
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Figure 31: Link Enabling/Disabling State Machine

While the global reset signal is asserted, all fields are set to their default values, the Software Timer is set to
0, and the Hardware Timer is set to the Hardware Re-enable Time field and held there. The state machine is forced to
the “Wait to Enable” state. After the reset signal is no longer asserted, the Hardware Timer is allowed to decrement,
and the state machine is allowed to run normally. This implements the desired behavior after a reset of not allowing
any cells through until after other circuits have initialized themselves.

Every internal clock cell time, theREG sets the Hardware Link Enable field to 1 if the state machine is in
the Link Enabled state, and otherwise to O.

8.2.2 Receive Framerg§FRAMER)

TheRFRAMERruns on a clock driven by the link interface. It receives cells in a format to be determined by the input
transmission interfaceT() chip(s) that we choose to support (see the link interface specification [RF-94a]). There may
be several such formats, and multiple components teRReMER, one for each kind of1 interface supported.

TheRFRAMER monitors the Hardware Link Enable and Software Link Enable fields of the maintenance reg-
ister (it might even get the Hardware Link Enable value directly from the link enabling/disabling circuitry directly,
since no clock boundaries need to be crossed). When Hardware Link Enable is 0, any cells receivedkynbe
are discarded, with no record kept.

When Hardware Link Enable is 1, tiReRAMER performs acRC computation on the first four bytes of the
ATM header, and compares it to thec field of the header. If the values do not match, then the cell is discarded and
the RFRAMER increments the Badec Counter field of the maintenance register. If the values match, then the cell is
checked to see if it is one of the types in tkiev standard that is not handled by the prototype (see discussin of
field in Section 6.1). If it is an unassigned cell, theRAMER discards it without recording the event, since these cells
could be common. If the cell is one of the other types to be discarded, that is a sign of an error in the software at the
sender on the other end of the link (at least in our test bed network)rRAK®VER sets the BadTm Signaling Cell
field of the maintenance register to 1, stores the first four bytes of the cell header in theNB&ignaling Cell Header
field, and discards the cell. If the cell is a control cethi=0, vci=32 decimal) and theip switch calledcp Enable on
thelPpis set to discard control cells, then tReRAMERdiscards the control cell and sets the Bad Control Cell field to 1.
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If the cell has passed all of the conditions above, and it is not a control cell, but the Software Link Enable field
is 0, then the data cell is discarded, with no record kept.

The only other special condition that must be checked byrRHRAMER is whether the cell is a control cell
(vPI=0, vc1=32 decimal) with an operation code requesting a hard reset of all chiasKST, see Figure 22) or clear-
ing all error flags on all chipsdpG=CLRERR). Note that these operations should be performed regardless of the value
of thecorfield (i.e., it need not be 0). A reset is desirable when it is suspected that some component of some chip is
not behaving properly, perhaps damaging or dropping cells without good cause. Thus reset control cells should be rec-
ognized, and the reset initiated, from a component that is located as early as possible in the cell patiRAraMEER
Otherwise, the control cell requesting the reset would be subject to bad treatment by the offending harceare.
control cells are handled by tlReRAMER because performing the operation must assert a signal that is distributed to
all chips in the switch, just as a reset operation does. Individual error flags can be cleared by writing the appropriate
maintenance register fields.

After performing either &STor CLRERROperation, th&FRAMER should replace thevAL field with SuCCESS
(Figure 25) and send the cell to the cell store. Note thrgmcontrol cell will be erased from thep when the reset
operation is successfully initiated, but if a hardware design or chip fabrication error causes the reset to be performed
improperly, it is desirable that the hardware at least attempt to send a reply baakrttothetify it.

If the cell is not discarded, then its contents are sent to the cell store in the I/O cell storage format (Figure 17).
The least significant 8 bits of theri and all of thevci form thevxi field. It also sends a busy/idle bit, and a bit indi-
cating whether the cell is a control cell or data cell. This sending must be done carefully, sire®MVER runs on
a different clock than most of thep components. ThRFRAMER signals the maintenance regsiter to increment the Re-
ceive Cell Counter field.

All RFRAMER blocks also monitor a pin on thep chip, which for onarp chip will be attached to a circuit
with a push button, and for the rest will be tied to the “button not pushed” logic level. The one chip that is attached to
the push button circuitry will monitor this pin, and when the button is pushedzrkeMER will initiate a hardware
reset, just as if a control cell with opcodaTwere received. The signal on this pin may be debounced lFRevER

8.2.3 Cell Store ¢STR)

The cell store runs on the clock driven by the link interface, and the 121 MHz clock that mostief teenponents

use. It receives a cell in the I/O cell storage format (Figure 17) fronRHRaMER, and synchronizes the arrival of the

cell with the internal switch clock. If there is a free cell slot in the cell store, the cell is stored and a pointer value
(iPP_PTR) containing the cell's address is sent to the receive buifeB), Thevxi andcLp are extracted from the cell,

and accp of IDLE, NEWDATA, or NEWCTL is generated and sent witP_PTR

ThecsTralso handles requests to store new cells from the maintenance registe) (requests to read cells
from the reformatter(xTC), and requests to discard cells from the receive buHeB). One of each of these requests
could all occur within one internal cell time.

The cell store can hold up to 64 cells. It is important that it be able to hold at least as many cells as the total
of the receive buffer, recycling buffer, and the rest of the blocks in the control path of the chip. If this were not the
case, then new cells arriving from the link or recycling port would have to be discarded without regard for any of their
contents. Itis better to choose which cells to discard after their contents have been examined to determine their priority
relative to other cells (e.g., the values of the and/orcs bits).

8.2.4 Receive Buffergcan)

The receive buffer is alFo queue holding control information for up to 32 cells. With the fields, cLP, ccp, and
IPP_PTR (6 bits), the control path at this point in theis 35 bits wide.
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The receive buffer receives these fields from the cell store once every cell timecltrad the received cell
iS IDLE, it is not stored.

If the cLP of the cell is O (high priority), then the cell is stored in the buffer if it is not full. If it is full, the cell
is discarded by signaling the maintenance register to incremeriaeLF0 Overflow Counter field, and notifying
the cell store to discard the cell in locatien PTR

If the cLp of the cell is 1 (low priority), then the cell is stored in the buffer if its occupancy is no more than
the value in thekcs Discard Threshold maintenance register field and the buffer is not full. Otherwise, the cell is dis-
carded by signaling the maintenance register to incrememabeLrPL Overflow Counter field, and notifying the cell
store to discard the cell in locaticrp_PTR

Whenever the buffer occupancy is above®as Discard Threshold, theONGESTED RCB signal, sent to the
VXT control, is asserted.

In this design, the cells traveling through the recycling path have priority over the new cells arriving on the
link. Therefore, the recycling buffec¢cs) sends a grant signal to the receive buffer, indicating whether the receive
buffer may send a cell to the receive circaity) on this cell time.

8.2.5 Maintenance RegisterMREG)

During each cell time, the maintenance regiskREG) either receives a data or control cell from the corresponding

OPR, or it receives no cell. If it receives any cell, as indicated by the assertion of a busgiidhet during the same

word as the start of celBOC) signal is asserted, it increments the Recycling Cell Counter field. The cell is received on
32 signal pins in either the recycling cell format for data cells (Figure 17), or the internal control cell format for control
cells (Figure 21). There is also a parity signal that computes odd parity over these pins. That is, the parity signal is
equal to the exclusive or of the 32 signal pins, inverted. This has the useful property that if all signal pins are 0, then
the correct parity is 1. If all pins plus the parity become stuck at 0, this is a parity error. The maintenance register checks
the parity of the incoming cell. If it is incorrect, the Parity Error field is set to 1. The cell is still processed, however.

If the maintenance register receives a data cell, as determined by theXifidd( it is kept if possible. It is
not possible to keep it if the dataro of the recycling buffer is full, and this condition is indicated by a signal
DATA_FULL_cYcB sent from the recycling buffer to the maintenance register. The cell should be discarded if the main-
tenance register field Recycling Link Enable is 0. If either of these conditions is true, the data cell is not placed in the
cell store, and acbvalue ofIDLE is sent to the recycling buffer. If neither of these conditions is true, the maintenance
register sends the cell's data to the cell store, and receives a pemterr back. Thevxi andcLp fields of the data
cell are extracted and sent to the recycling buffecg). A ccp value ofcYCDATA and thapp_PTR are also sent.

If the maintenance register receives a control cell, it is always processed, whether it can be propagated or not.
The processing of a control cell is described below. If the comira in the recycling buffer is full, indicated by a
signalCONTROL FULL_cycs sent from the recyling buffer to the maintenance register, the processed cell is not sent
to the cell store, and@cp value ofIDLE is sent to the recycling buffer. Otherwise, the_PTRvalue from the cell store
and the fields/xi, ccb, andiNFo described below are sent to the recycling buffer. Thevalue sent is always 0 (high
priority) for a control cell.

For all control cells received by the maintenance registerctirdield value of the processed cell is one less
than the value received. All fields in the processed control cell are the same as the incoming control cell unless it is
explicitly stated that the processed control cell has a different value for that field. In particular, the following fields
should not chang&pPc, FIELD, RHDR, andCMDATA.

If the maintenance register receives a control cell witiF field not equal to 0, then the control cell is not
destined for thisPp chip. TheccD of the processed cell isyccTL. Thus this cell will not perform any operation on
thevxT if it arrives there. The only change made to the cell is to decremeatihield. Thevxi andiNFO values sent
to the recycling buffer are unimportant.
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If the maintenance register receives a control cell withF field equal to 0, then the control cell’s operation
should be performed in thisP's vXT, if the operation is one that reads or writesa entry (operation codes 3 through
12 in Figure 22), otherwise the operation should be performed in the maintenance register.

If the operation is one that should be performed attkie, then theriELD field of the cell specifies thepi
or vcl entry that should be accessed. The maintenance register extracts this field from the control cell and sends it to
the recycling buffer as thexi value in the control path. Thero field of the control cell is extracted and sent to the
recycling buffer. This field is used forxT write operations. ThecbD of the processed cell is tf@Pc of the received
cell. The only change made to the cell at this point is to decremertdRéeld. The reformatter§FmT) makes any
changes necessary to the cell it receives from the cell store to comphete thgeration.

If the operation is one that should be performed in the maintenance register, it is domeeLThigeld is ex-
tracted from the incoming cell to determine which maintenance register field to operate on. For read op&mdtions (
MR), theINFO field of the processed cell is overwritten with the contents of the maintenance register field. For write
operations\WRMR), the information to write to the field comes from tneo field of the control cell. If a write is at-
tempted on a read only maintenance register field, no write occurs. For all write operations, a verifying read is done
immediately afterwards, with the result placed in thieo field of the processed cell, just as for a normal read opera-
tion. For a report errors operatioBRRORS, a cell is only sent out if the Report Errors maintenance register field is 1
and at least one of the error bits of the Hardware Status and Error Information is 1 (see the description of that group
of fields for a list of exactly which error flags are included, and which are not), otherwise the cell is discarded. If these
conditions hold, thenFo field of the processed cell is described in the Hardware Status and Error Information docu-
mentation in Section 7.2.1.

The local time (T) field of the processed cell is set to the current time (i.e., the value in the Time maintenance
register field). TheccD of the processed cell syccTL. If the operation is successful, the return valreAL) of the
processed cell isuccess Thevxi andINFO values sent to the recycling buffer are unimportant.

If the opcode is not one defined in Figure 22, then a return valeamf OPCODEIS put inRVAL. If the opcode
iS RDMR Or WRMR, but theFIELD value does not correspond to any field in themaintenance register, then a return
value ofBAD_FIELD is putinRVAL. The local time value is the same as for successful control cells;@nis CYCCTL.
Thevxi andINFO values sent to the recycling buffer are unimportant.

In an effort to ensure that the specification of thReG is unambiguous, Figure 32 presents a summary of its
behavior. Any field name within the internal control cell format with a prime (') after its name refers to the value of
this field in the control cell sent out of therREG. Any field name without a prime after its name refers to the value of
this field in the received control cell. Any field name with a double prime (”) after its name refers to a value that is
sent to the recycling buffer.

8.2.6 Recycling Buffer €ycB)

The recycling buffer is a pair of FIFO queues. The data buffer can store control informatiqrc (P, andiPP_PTR)

for 16 data cells. The control buffer can store control information (all of the previouscpingand the 16 bytenFo

field) for two control cells. These buffers are separate becaussrbdield, needed for control cells that writevaT

entry, is so large. The number of control cells passing through the switch will be much smaller than the number of data
cells, under normal operation, so we do not need the capability to store as many of them.

If the data buffer can accept a cell, the recycling buffer asserts a sigmal GRANT_CYCB sent to the main-
tenance register. If the control buffer can accept a cell, it asserts a sigRABROL_GRANT_CYCB. A CCD s received
every cell time. If it iSIDLE, no cell is placed in either buffer. If it iSYCDATA, then thevxi, cLP, andiPP_PTRVvalues
received are stored in the data buffer if it is not full. If itdgccTL or one of thevxT operation codes (Figure 30), the
VXI, CLP, IPP_PTR, CCD, andINFO values received are stored in the control buffer if it is not full. No arrivéiog should
ever have the valuesEWDATA or NEWCTL. No arriving cell should ever be destined for a full buffer.
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Condition Action
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and... COF1, : —
. ,,_ discard cellccD’=IDLE
otherwise ccD'= L - y_
(this is an exception tocD"= CYCCTL)
CYCCTL,
vXI"=d, RVAL'=SUCCESS
D_do cor0 CLP"=d, | LT'= | if OPGEWRMR then
ana... INFO"=d, i i i i i
and... | oP=RDMR _ _ Time wnt_e app_roprlate maintenance register
or FIELD is valid and... and... field with contents ofFO
OPC=WRMR end ,'f _
and... INFO :contgnts of approp_nate _
maintenance register field
otherwise RVAL'=BAD_FIELD
opcinvalid RVAL'=BAD_OPCODE
OPCis avxT operation COF=
(i.e., in range 3 through 12, cor1 CCD"= OPG VXI"= FIELD, INFO"= INFO
inclusive) and...

Figure 32: Summary ofipP Maintenance Register Behavior on Data and Control Cells

On every cell time, the recycling buffer may receive a grant signal fromrthe If so, and the control buffer
is not empty, the first control cell is removed and sent to the receive circuit. If a grant is received, the control buffer is
empty, but the data buffer is not empty, the first data cell is removed and sent to the receive cicamtv@ue of
CYCDATA must be sent with the other fields). If a grant is received and both buffers are empty, a grant is sent to the
receive buffer. If no grant signal is received;@ value ofiDLE is sent, and no grant is sent to the receive buffer.

8.2.7 Receive Circuit RCV)

During each cell time, the receive circuit receives control information of a cell from either the receive buffer, the re-
cycling buffer, or neither, but not both. It was originally intended that the receive circuit be able to receive cells from
both of those buffers simultaneously, but this could cause access operationgxo tbeoccur so quickly that its de-

sign would be too difficult.

Here is a description of what the received values should be. However, the receive circuit does not verify that
these conditions are true; it passes on the values received unmodified. All cells coming from the receive buffer should
have one of thecb valuesiDLE, NEWDATA, or NEWCTL. Note that control cells must recycle at least once before they
may access thexT. All cells coming from the recycling buffer should have one of tt® valuesiDLE, CYCDATA,

CYCCTL, or one of thevxT access operation codes. The values of the other fields depend on the type of cell, as ex-
plained in the behavioral definition of the maintenance register and recycling buffer above.
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At least one of thecbvalues received should e E. If the ccb value from the recycling buffer is natLE,
then that value and the other control fields from the recycling buffer are sent toxthdf the ccp value from the
receive buffer is nabLE, then that value and the other control fields from the receive buffer are senvxa the

8.2.8 Virtual Circuit Translation Table Control Circuit ( vXTC)

ThevxTc receives cells from the receive circuit. It accesses/#trefor all data cells (to get routing information) and
for control cells performingXT read or write operations. ThexTC also decides whether cells should be discarded
due to congestion in the receive buffecg). Cells that are not discarded are passed on ®rthe

When therrMT is prepared to receive a cell, it sends a grant to/#twes. If the vXTC has a cell ready, it sends
control information for that cell to theFMmT and a pointeripp_PTR) to the cell store, otherwise it sendsab of IDLE
to therFMT. When thevxTC has room to receive a cell, it sends a grant ta tius.

When thevXTc receives a data celt€D is eitherNEWDATA or CYCDATA), it checks theypi of the cell (only
the least significant 8 bits of therl are used by the switch) to see if it is in the range OrcCount, inclusive, where
vP Count is a maintenance register field. If not, the is out of range. Th&xi Out Of Range maintenance register
field is set to 1, and thexi of the cell is placed in thexi Out Of Range Header field.

Ifthe vplis in range, then thexT entry with index equal to thepi value is read. If the virtual path termination
(vPT) bit of this entry is equal to 0, then this cell is in a virtual path that does not end at this switckcTtalue in
the cell is propagated, and aviyn value is considered to be in the proper range. No additixmagntry is read.

If the vPT bit of the entry read is equal to 1, then this cell should be routed based on the valuexf ithe
vcl of the cell is checked to see if it is in the range 0 to (1022 Count), inclusive (the&xT has 1024 entries). If not,
then thevcl is out of range, and the cell is handled exactly as ifithewere out of range, as described above. If the
VCl is in range, then entry (1023/¢c1) of thevxT is read. We indexci’s from the “bottom” of the table, using index
(1023vcl), instead of from the “middle” of the table, using indes(Count + 1 +vcl). This is done so that if thep
Count value is changed during operation of the switchy¢hentries left remain in the same places.

The vxT returns the appropriate entry (either or vci), including the cell countdc), to thevxTc. If the
busy/idle g1) bit of this entry is equal to 0, then thisxi has not been set up by tke as a connection. If the recycling
cells only Rco) bit of this entry is equal to 1, and the cell is new from the lioBk§=NEWDATA), then this cell should
be discarded, since thexi may only be used by recycling cells. The data cell should be discarded immediately. No
record is kept of such cells.

If BI=1, and eitherco=0 or CCD=CYCDATA, thevxTc increments thec and writes this value back into the
VXT entry (thecc value can be written independently of the rest of the table entry).

Thecsbit is used to determine whether the data cell is kept or discarded. Continuous steedincglls are
treated with higher priority, and are not discarded byie.

Discrete streamds=0) cells are treated with lower priority. They are discarded if the receive buffer is con-
gested. The receive buffer sends a sigi@lGESTED RCBto thevxTC. When this signal is asserted, therc starts a
timer with an initial value from th&cs Discard Hold Duration maintenance register field. This timer decreases once
per cell time, until it reaches 0, and then it remains 0. When the timer is not O, discrete stream cells are discarded. This
timer’s value is set to O after a reset. ThwerC signals the maintenance register to incrementvtkecs0 Discard
Counter field for each such discarded cell.

ThecLp bit of the outgoing data cell is equal to the logical or of the incontngand the SetLP (SC) bit
from thevxT entry. All fields in thevxT entry excepsc, VPT, andcc are sent to thermT in the format shown in the
top part of Figure 27. These fields are not listed explicitly on the line fromvitteto theRFMT in Figure 29. They
comprise thenrFo field sent for data cells. WhevpT=0, thevci portions of thevxi 1 andvxi 2 fields should be filled
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in from thevci of the incoming cell, not from thexT entry.vPT=0 cells are part of a virtual path that does not termi-
nate at this switch, and the incomwg should be propagated.

When thevxTc receives a control cell witbcb=cyccTL, it performs no operation and passes on any other
control information it receives for the cell unmodified.

When thevxTc receives a control cell that accesseswvke (i.e.,ccDis one of thevXT access operations in
Figure 22), thevxTc checks itsvPi or vCi value to see if it is in the proper range. THELD field contains a/pP1 and
VCl, but note that only one of these values is used by#we, depending on whether the operation code specifies a
virtual path or virtual channel. Whichever part is used is subjected to a range check, jusvasdhdata cells are.
However, if the value is out of range, the control cell is not discarded. Insteadythefield of the outgoing cell is
set toBAD_FIELD (Figure 25). Such a cell is a sign of an error indihgoftware.

If there is no range violation, and the operation code is one oftltewrite operations, thevFo field in the
control path is written into the appropriat®T entry. Note that the cell countez() field of thevxT entries need only
be written for testing purposes. If the write operation is one that specifies that transitional time stamping should start,
then the transitional time stamping is done inRRRT (see Section 8.2.10).

If there is no range violation, then the approprigta entry is read for either @xT read or write operation
(if it is a write operation, the read is performed after the write has completed). A read is done after a writemso the
can quickly verify the values written. The values read are sent asithefield value to therFMT, in one of the two
formats of Figure 27. The value in the Time maintenance register field is sent asfieél, and thervAL field sent
is success(Figure 25).

In all cases, the pointere PTR) field is extracted from the control information and sent to the cell store.

8.2.9 Virtual Circuit Translation Table (vxT)

The virtual circuit translation tablevkT) is a memory of 1024 identically formatted entries, split into a virtual path
and a virtual circuit table by a bounds registeiCount (see Section 7.1).

For each entry, the cell counterq) field can be written independently of the rest of the fields. This is because
for a control cell that writes axT entry, we only have enough room in thneo field for 16 bytes. All but thecc field
takes 14 bytes. Also, ther can keep track of the lastc value read from each entry, and compute differences to find
the number of cells that have used the entry since the last timecthas read. Thec value need only be written by
the cp for testing purposes. Normally, tlee value of a connection just established by drds not 0, except after a
reset.

Another reason for independent write control of tedield is that thevxT control reads that field, increments
its value, and writes it back into th&xT entry (to count data cells within a connection). If thecould not be written
independently, then it must also write back the rest of the fields exactly as they were read.

In one cell time, the maximum number of accesses fromxtheontrol is 4.

After a hardware reset, tig field and theccfield of all vxT entries should be set to 0. Since the rest of the
entry is never used when=0, the values in the other fields are unimportant.

8.2.10 Reformatter RFMT)

During cell times that the reformatterfMT) does not receive a grant signal from the switch, it sends a synchronization
cell. If it does receive a grant, and tigT control circuit (xTC) sends it a non-idle cell, the reformatter combines the
information received from thextc with the rest of the cell data received from the cell store and sends the complete
cell to the switch in either the internal data cell format (Figure 18) or the internal control cell format (Figure 21). Four
parity bit-columns are also generated and sent.
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If the ccpvalue received iSIEWDATA, the reformatter fills in all fields of the internal data cell format except
the time stampT(s), the source trunk groug(G), the payload typer(), and the payload from the information received
from thevxTc. The source trunk group is filled in from the Trunk Group ldentifier maintenance register field. The
payload type and payload are filled in by information from the cell store. See below for the time stamp, and how to
convert theeADR field from thevxTc into thelADR field placed in the cell.

If the ccD value received i€YCDATA, the reformatter does exactly the same asNBWwDATA cells, except
the source trunk group comes from the cell store, not the maintenance register. This is because the source trunk group
of a cell should always be the value of the Trunk Group Identifier oPHe which the cell first arrived.

If the ccD value received islEwCTL, the reformatter must take all of the fields of the external control cell
format from the payload of the cell received from the cell store, and rearrange them into the internal control cell format
(the value placed inT is unimportant). Then it treats the cell as¥ccTL cell (see below), except that no information
from thevxTc is used to fill in cell fields.

If the ccbvalue received is one of thexT access operations, ovCCTL, the reformatter copies the cell from
the cell store into the internal control cell formatclfD was one of the/xT access operations, the 0 field (contain-
ing the result of thesxT access operation)T field (containing the time at which the operation was performed), and
RVAL field (containing the success/fail status of ther operation) are overwritten by the values received from the
VXTC. If ccbwas avxT write, and start transitional time stamping (i.@,GWRVPXTTR Or WRVCXTTR), then the re-
formatter must initiate transitional time stamping for trat. See the end of this section for how this is done.

For all control cells, the reformatter must take t#r®R1 andBsi,RC,D,CYC,csl fields and use their values to
fill in the BI, RC, IADR, D, CYC, andcsfields of the internal control cell format. The time stamp is filled in from the
Time maintenance register. After that, t&>R2 andBsI,RC,D,CYC,CS2 fields are copied over the values previously in
EADRL andsl,RC,D,CcYC,csl, and theeADR3 andsI,RC,D,CYC,CS3 fields are copied over the values previousIgapRr2
andsI,RC,D,cYC,c2. TheBl bit of theBI,RC,D,cYC,cS3 field should be overwritten with 0. This is to prevent the pos-
sibility of a control cell recycling forever through the switch (overwriting with O gives this effect because a cell with
BI=0 is an idle cell).

For data cells, theADR field received from the’xTc is used to fill in theADR field of the outgoing cell. For
control cells theeaDR1 field from the cell store is used for this purpose. Refer to Figure 24 for how to fill igAb&
field. Bits 31..29 are placed in the top row of th®R field, 15..13 in the second row, 28..26 in the third row, 12..10
in the fourth row, 25..23 in the fifth row, 9..7 in the sixth row, 22..20 in the seventh row, 6..4 in the eighth row, 19..17
in the ninth row, and 3..1 in the tenth row. The value placed in the Reserved field is unimportant.

The reformatter is responsible for filling in the time starmp) (field in the four control columns. For all con-
trol cells and most data cells, the value placed in the time stamp field is the low order 11 bits of the Time maintenance
register field, appended with a least significant bit of 0.

In Section 3.3, it was noted that when we resequence the cells on every pass through the switch, then we must
be careful when deleting a destination from a multipoint connection. For a duration oTuelidimes, we must make
the time stamp of cells at the “cut point” of the multicast tree larger, so that they do not overtake cells sentimmediately
before the deletion of the destination. To guarantee that the time stamp values eventually return to the normal time, the
transitional time stamps are incremented by half steps, instead of full steps.

In the prototype, transitional time stamping may be performed for at most one connectippatarne time.
In principle, it could be performed for an arbitrary subset of connections atieadbut this would require too much
additional circuitry in eackixT entry.

The reformatter implements the transitional time stamping by keeping the following state: a one bit transi-
tional time stamping orm(oN) field (0O=off, 1=on, default value after a reset=0), a 3 byxe value (TvxI) for which
transitional time stamping is dopa 1 bit virtual path/virtual circuit indicatorrfvc), and a 12 bit transitional time
stamp valueT(TTIME)
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When the reformatter receives a data ce#1) and transitional time stamping is ormON=1), it compares
some or all of thencomingvri/vcli (as opposed to the translated values obtained fronmtigto the value stored in
TTVvXI. It should compare the incomingpi/vCl to the value stored, because there can be two transtatedhlues in
the data cell, and neither of them uniquely identifies the connection to which the cell belongs (it requires an outoing
vxI and the outgoing port number to uniquely identify a connection withinfBe The incomingvri/vci of the cell
is obtained from thexTc.

If TTvCc=0, then the connection for which transitional time stamping is being performed is a virtual path con-
nection, and all cells in the virtual path should be assigned transitional time stamps. Thus, any cell whose incoming
VPI matches thepi portion of theTTvx! value should be transitionally time stamped, regardless ofthealue of
the cell. If TTvc=1, then the connection for which transitional time stamping is being performed is a virtual circuit
connection, and only cells whose incomivgl andvci both match thertvxi value should be transitionally time
stamped.

For purposes of the time stamp circuitry, define the “true time” to be the value in the 32 bit Time maintenance
register field, appended with a “.0”. That is, the true time is always an integer. The “transitional time” is the value in
the TTTIME register, with a “binary point” between the last two bits. Note that the true time is always incremented by
a value of 1 at each cell time, but the transitional time may be incremented in steps of 1/2 (0.1 in binary).

If the cell should be normally time stamped, then the low order 12 bits of the true time are placedsn the
field of the internal cell format (note that the least significant bit oftedield of such cells is always 0). All control
cells should be time stamped normally.

If the cell should be transitionally time stamped, then the 12-bit transitional tinteviE, is placed in thas
field. Then therTTIME value is incremented by 1 half step, i.e., add the binary value 0.1.

When transitional time stamping is initiatedf TIME is initialized to be the sum of the true time and the
TSOffset value. The true time advances one unit per cell time, whil@e advances by either O or 1/2 each cell time.
Thus theTTTIME Will eventually be no larger than the true time. At that point, transitional time stamping should be
turned off (i.e., setTon=0).

Normally, we would do this comparison in hardware by using a comparitor to check the cornditioz <
true time. However, because the time values can “wrap around”, this condition might be true as soon as transitional

time stamping is started (this happens when Time+TSO_=Ef2§’l).

A condition to turn off transitional time stamping that is easy to implement in hardware is to compare the
most significant 11 bits of TTIME with the least significant 11 bits of Time. If they are equal, then transitional time
stamping should be turned off (i.e., gbN=0) at the end of the cell time. These values must always be equal even-
tually, becaus&TTIME increases by either 0 or 1/2 each cell time.

If the TSOffset value is 128, then it takes 256 cell times for transitional time stamping to be complete for a
connection after it has been initiated. At 120 MHz, this is abous34

We now explain how transitional time stamping is initiated. If the reformatter receives a contrad=@)l (
with an operation code @fRVPXTTR Or WRVCXTTR, then transitional time stamping should be initiated.

TTON is set to 1. The contents of tleLD field of the control cell are copied into thiavxi register. If the
operation code i%/RVPXTTR, then transitional time stamping is to be performed for all cells whess match thevpi
part of theTTvxI register. This is recorded by settimgvc=0. If the operation code WRVCXTTR, then it is assumed
that transitional time stamping is only to be performed for cells wesandvci values match both the corresponding
values in thaTvxi register. This is recorded by settimgc=1.
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Figure 33: opp Physical Organization

The TTTIME register is set to the Time maintenance register field plus the TSOffset value (note that each of
these summands is treated as an integer, with an appended “.0").

The reformatter is also responsible for generating four parity bits. For details, see Section 9.

8.3 Output Port Processor Design

This section covers the design of the output port processors in more detail. Figure 33 shows a more detailed picture of
theoppchip implementation. As for theep, the most important change from Figure 28 is the addition of a cell store.

Its function and the reason for choosing this design are similar to that fopthin the description of the various

blocks, frequent references are made to maintenance register fields (Section 7.2.2), fields of control cells (Section 6.4),
and fields of the internal cell formats (Section 6.3).

8.3.1 Reformatter RFmMT)

The reformatter receives cells from the four planes of the switching fabric, checks the parity bits of each plane inde-
pendently, combines the four planes of cell data, moves various cell fields around (depending on the type of cell), and
passes on control information to the resequencer, and reformatted cell contents to the cell store.

The reformatter receives all four control columns and all 32 data columns of a cell in either the internal control
cell format or the internal data cell format. It also receives four parity bits, and checks them against parity values gen-
erated from the cell received (see Section 9 for how parity is checked)i iétiihe parity is incorrect, then hibf the
Parity Error Port Flags maintenance register field is set to 1.

Regardless of whether there was a parity error, the cell is reformatted if it is not an idle cell.

Data cells 6=1) received by the reformatter have two setgxifandsbi fields, two bitscycl andcyc2, and
two bitsubp1 andup2. While thelPP's may send cells witkRc=011, meaning that two copies of the cell should be made
and sent to specifiedPPs, the switch elements make the two copies of the cell, one Rdt#010 and the other with
RC=001. TheorPs may then use thec field to determine which set ofxi, BDI, cyc, anduD information to use. If
RCis 000, 010, or anything beginning with a 1, the fields with index 1 are extracted.i#f001, the fields with index
2 are extracted. From now on, we refer to the selected fieldxia®bI, cyc (1 bit), andup. If a cell with Rc=011
arrives, then either the switch elements are not working properly, or there was some other kind of error. The reformat-
ter should discard such cells.
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If the data cell is destined for the outgoing lirkvic=0) and the upstream discarab) bitis 1, then the source
trunk group 67¢) field of the cell is extracted and compared with the Trunk Group ldentifier maintenance register
field. If they match, then the cell is discarded. See Section 10.2.5 for an example of the use of this feature. This dis-
carding is a normal and expected part of the switch’s behavior, so no counters or error flags are modified when a cell
is discarded for this reason.

For all other data cells, the time stang), continuous streancf), bypass resequencar), cell loss priority
(cLpP), and the payload typef) fields are extracted and sent to the resequencer. The setectdit andspi field are
also sent.

Whether the data cell should be recycled or not, the reformatter sends it to the cell store in the recycling data
cell format (Figure 17). All fields are copied from the corresponding fields in the incoming data cell (includsmahe
andp fields that are shaded). Tisebit does not need to be filled in by the reformatter, asmReG will do so. While
the sTG andD fields need not be filled in for data cells going to the link, it makes the reformatter simpler if they are
filled in both for recycling and link data cells. TleeHfield must be filled in for cells going to the link, and it must be
filled with four O bits. See below for discussion of the andup fields in Figure 17.

If the cell received is a control celbE0), then thercfield is used in the same way as for data cells, but now
it is only used to determine which of the twaC bits is extracted. If the cell should be recycled, then the cell is sent
to the cell store with no reformatting. If the cell should go out on the link, then the cell is reformatted into the 1/O cell
storage format (Figure 17), with the return headeiR) in place of the row containing thexi. The payload of this
cell should be formatted in the Switchde external control cell format (Figure 20). This, CYC, CS, andBRr fields are
extracted and sent to the resequencer, just as for data cellsDr kalue sent should be 0, so that the block discard
controller never discards a control cell (except due to congestioncfhealue sent should be 0, so the transmit buff-
er does not treat control cells as low priority. Phievalue sent is unimportant, since it is never usedi#0.

The above description is for the normal behavior of kre1T, when thevreG field "Reliable Multicasting”
has its default value of 0. We plan on designing and fabricating a new versionipbittep that supports several new
types of connections, and we would like the first version ofdhechip to be able to work with both this new version
of thelpp chip as well as the first one. Below are the changes t&#ner behavior that should be implemented when
the Reliable Multicasting field is 1. They apply only to data cell processing. Control cells are processed as described
above regardless of the value of the Reliable Multicasting field.

TheDIR andup fields in Figure 17 should be filled in from the corresponding fields of the internal data cell
format. This should be done at least for recycling cells, but the reformatter implementation is simplified if it is also
done for cells going to the link. ThecH field must be filled in for both recycling and link data cells, and its value
should come from thscHfield of the internal data cell format (Figure 18).

Theub1/2 bits should now be treated as a single 2 bit field caliedThe reformatter should no longer select
which of the two bits to use based on tkevalue, as described above. InsteadgE00, then the cell should be prop-
agated, regardless of its other fieldsuti=10, then the cell should be "upstream discarded" if it is destined for the link
(i.e., the selectedyc bit is 0) and itssTG field matches the Trunk Group Identifier maintenance register field. These
cases are exactly like thw=0 andubp=1 cases described above.

However, ifup=01, the cell is destined for the link, and #3G field matches the Trunk Group Identifier
maintenance register field, then instead of discarding the cell, the reformatter should instead do the following. The cell
should be recycled, so tleerc bit sent to the resequencer should be 1 rather than the 0 value extracted from the cell.
Theub value put in the cell to the cell store should be 11 rather than the 01 received in the incoming cell.

If upb=01, but either the cell is destined to be recycled, osth&field does not match the Trunk Group Iden-
tifier maintenance register field, then the cell should be propagated normally to its desired destination, as chosen by
the selectedyc bit.
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Theub value received should never be 11 during correct operation of the system, and the cell should be dis-
carded. (Note: Due to a mistake in version 1 of drechip, UD=11 cells are treated the same as UD=10 cells, de-
scribed above. This is not a catastrophe, sincerhehip should never receive such cells anyway.)

For future reference, the next version of the chip will use this specialb=01 value forsTART cells in a
many-to-many reliable multicast connection. The idea is that if the sender in a reliable many-to-many connection does
not want to receive copies of their own data back (i.e., they should be "upstream discardedSjatkecells should
be converted by the switch inkek (acknowledgement) cells internally. See [Turner-96b] for details.

Note that since the first version of thrp chip will ignore thescH, biR, andub fields of recycling cells, the
reformatter may as well fill in these values for both recycling and link data cells regardless of the value of Reliable
Multicasting. The difference is that if Reliable Multicasting is 0, the value useddaishould be four 0 bits, whereas
if Reliable Multicasting is 1, the value used &mH should come from thecH field of the internal data cell format.

8.3.2 ResequenceRESEQ)

It is the resequencer’s responsibility to take arriving cells, which may be arriving out of order, and send them out in
their original order. First we describe the operational behavior of the resequencer in detail, and then discuss its imple-
mentation.

At each cell time, the resequencer may receive control information of a cell from the reformatter, and a pointer
oPP PTRt0 the rest of the cell's data in the cell store. The reformatter may send such a cell even when the resequencer
is full. The resequencer should discard such a cell, and signalrle to increment the Resequencer Overflow
Counter field.

If not full when receiving a cell, the resequencer computes the age of the incoming celBif titds 1, this
indicates that the cell should not be delayed. The resequencer implements this by ignorsfigtaeof the cell, and
behaving as if the age of the cell is equal to the Resequencer Offset maintenance register field.

If the BR bit is 0, then the age is computed by taking the value in the Time maintenance register field and
subtracting the time stamp in the cell. For the purpose of this subtraction, the time stamp in the cell is an 11 bit integer
value plus a 1 bit fractional value, while the value of Time used is the least significant 11 bits treated as an integer,
with a 1 bit fractional value of ".0". The resulting age is a 12 bit value in the same format as the time stamp, except
that it should be treated as a signed integer in 2’s complement format. This is because the resulting age can be negative
for cells that were transitionally time stamped. For example, suppose thartmaintenance register field TSOffset
has a value of 60. A data cell that leaves Preimmediately after transitional time stamping is initiated for the cell’'s
vpi/vcl value will have a time stamp that is the Time value plus 60 (truncated to 12 bits in length). Suppose it only
takes 5 cell times to reach amr. Then the age of the cellis -55. If the computed age were treated as an unsigned value,

it would be equal to¥ - 55 = 1993, larger than the Resequencer Offset, and it would be discarded (see below).

If the resulting age is larger than the value in the Resequencer Offset maintenance register field, which is
treated as an 8 bit unsigned integer value, then the cell has taken too long to arrive at the resequencer. Other cells with
the same destination (i.e., either data cells in the same connection, or control cells destined to perform operations on
the same maintenance register fieldvar table entry) may have already been sent out of the resequencer. If so, and
this cell is kept, the two cells will be out of order. It is considered preferable to discard the late cell. For every such cell
discarded, the reformatter signals the cell store to discard the cell, antkR@eto increment the Too Late Discard
Counter field.

Note that the value of the Resequencer Offset should be chosen so that at most a tiny fraction of all cells will
arrive older than this value.

If the cell is not too old, then it is placed in the resequencer. The current age of all cells in the resequencer is
stored, and incremented during each cell time. All cells are maintained in age order, oldest first.



System Architecture Document 62

] ] . -] RSQi | Age+1
R R R R
BLCYC,CS,CLP__ 23 S S S Q B
PT.BDLPTR Q Q Q
0 1 2 S Age | Al
CS,CLP nE—
T t 1 t 1 t t T 23 BI,CYC,CS,CLP PT,BDI ]
T T Tagg  PT.BDLPTR PTR
insert
l shift
Control ~— time stamp Control

Figure 34: Implementation of the cell resequencer

Each cell time, the oldest cell's age is examined. If the age is at least as large as the Resequencer Offset, a
copy of the cell is sent to the transmit circuit, the cell is removed from the buffer, and all other cells behind it shift
forward by one position.

The implementation of the resequencer is shown (at a high level) in Figure 34. The left part of the figure
shows the entire resequencer, and the right part shows a more detailed implementation of eachrsfgleéeBlents.

Let the number of cells in the resequencemnband let the age of the cell Rsq(i) be agei), or O if there is
no cell inrsq(i). The following conditions are maintained at all times by the resequencen @dlls are stored in
RsSQ0) throughrsqn-1), andrsqn) throughrsQ79) contain no cells. All cells are stored in age order, from oldest
to youngest. Formally, ageé age(+1) for alli, 0<i < n-2, and agej=0 for alli, n<i < 79.

When a new cell arrives that is not discarded for being too old, it must be inserted into the proper place in the
sorted array of cells. This is done in a way much like a new element is inserted into a list in the Insertion Sort sorting
algorithm, except that it is done in parallel. When the central resequencer controller sendsEHTesignal and the
age of the new cell, each of tlsQelements compares the new cell’'s age with the age of the cell they contain, if any.

If an RsQcontains a cell that is younger than the new cell, it sendsNGER signal to its right neighbor, otherwise

not. If anrRsQhas not sent @OUNGER signal, it keeps its current contents. If RBQhas sent aOUNGERsignal, but it

does not receive one from its left neighbor, then Higis the insertion point for the new cell, and it sets its control
circuitry to copy the new cell into its memory (note tires0) never receives @OUNGERSsignal from its left neighbor,

and should behave accordingly). If RBQhas sent #OUNGER signal, and receives one from its left neighbor, then it

is in part of the sorted list that must be shifted to the right to make room for the new cell. It sets its control circuitry to
copy the cell from its left neighbor. Note that if the new cell is the same age as some other cells in the resequencer, it
is placed after those cells.

When the oldest cell (irsq0)) is sent to the transmit circuit, that cell is removed by shifting all cells to the
left one slot. The resequencer control sendriat signal to allRsQelements to copy the cell from their right neighbor,
with RSQ(79) receiving an idle cell slot.

Once per cell time, akksQelements that contain a cell that is not already at the maximum representable age
increment the age of their cell by one. Cells that are already at the maximum age remain at the maximum age, to avoid
wrapping around to a negative value.

8.3.3 Transmit Circuit (XmIT)

The transmit circuit receives cells from the resequencer and examinegahut of each one to determine whether
the cell should go to the maintenance registec{i€=1) or the transmit buffer (iEyc=0). If a cell goes to the main-
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tenance register, thePp PTRfield is sent to the cell store. If a cell goes to the transmit buffer, all of the fietdsLP,
PT, BDI, andoPP_PTR are sent.

8.3.4 Maintenance RegisterMREG)

The maintenance register interprets all control cells destined fooHwriship, and passes all other cells through to the
correspondingPp unchanged (except for tteor field of control cells not destined for this chip). Cells are received

from the cell store in either the recycling data cell format (Figure 17) or internal control cell format (Figure 21, except
that the four control columns are not included). All cells passed through the maintenance register are counted in the
Recycling Cell Counter field.

If the cell is a data celbEl), it is passed on unchanged.

If the cell is a control cell§=0), thecor value sent to theepis one less than theor value received. If the
coFvalue received is not 0, then this is the only change made. All fields in the processed control cell are the same as
the incoming control cell unless it is explicitly stated that the processed control cell has a different value for that field.
In particular, the following fields should not changecg, FIELD, RHDR, andCMDATA.

If the corvalue received is 0, then the control cell's operation is performed. The only operations that may be
performed in theoPPmaintenance register are reading and writing a figlMR andwRMR), report errors€ERRORS,
and no operatiomOP, see Figure 22). If the opcode has any other value, then the return ralale) ©f the outgoing
cell is set t®AD_oOPCODE(Figure 25).

ForNop control cells, the operation is always successful.

For ErRrRORScontrol cells, the control cell is discarded if the Report Errors maintenance register field is 0, or
if none of the error flags in the Hardware Status and Error Information is 1 (see documentation of this field in
Section 7.2.2 for those subfields included in this check). If Report Errors is 1 and at least one of the error flags is 1,
then theiNFo field of the processed control cell is filled in as described in the Hardware Status and Error Information
documentation. ThRVAL iS SUCCESS

ForrRDMR andwRMR operations, theleLD field is extracted from the incoming cell to determine which main-
tenance register field to operate on. For read operationsytbdield of the outgoing cell is overwritten with the con-
tents of the selected maintenance register field. For write operations, the information to write to the selected field
comes from thenrFo field of the control cell. If a write is attempted on a read only maintenance register field, no write
occurs. For all write operations, a verifying read is done immediately afterwards, with the result placedvirothe
field of the cell sent out, just as for a normal read operation. IffiEeD value does not correspond to any existing
maintenance register field, thewaL in the outgoing cell is set tBAD_FIELD. Otherwise, the operation is successful,
andRVAL is set toSUCCESS

The local time (T) field of the outgoing cell is set to the current time (i.e., the value in the Time maintenance
register field) whether the operation succeeded or not.

In an effort to ensure that the specification of thReG is unambiguous, Figure 35 presents a summary of its
behavior when it receives a control cadH0). Any field name within the internal control cell format with a prime (')
after its name refers to the value of this field in the control cell sent out afiftEs. Any field name without a prime
after its name refers to the value of this field in the received control cell.

At the output of thevREG, a start of cell 00 signal is asserted once every 16 clock periods, regardless of
whether a busy or idle cell is sent, and even while the chip is being reset. This signal is used by the skew compensation
circuit that receives the cell in thep chip. Thesl bit in the cell formats of Figure 17 or Figure 21 must be 1 when a
busy cell (i.e., data or control) is being sent, otherwise it must be 0silbié must be 0 while the chip is reset, so that
the receivingPPwill not incorrectly interpret the received bits as a busy cell. Since the board will provide a cell clock
signal to all chips even while they are reset, slwoutput should simply be a delayed version of this cell clock signal
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Figure 35: Summary ofoPp Maintenance Register Behavior on Control Cells

that has its high pulse at the appropriate time. This guarantees that it will continue having high pulses vdmike the
chip is reset. A parity signal is sent at all times. It is the odd parity of the 32 pins containing data for the cell sent.

8.3.5 Block Discard Controller gDC)

One congestion control feature of the switch is the block discard mechanism. It is expected that the switch will carry
many connections that usgm adaptation layerfaL) 5 to carry data packets krm cells [de Prycker-1993, Section

3.7.5]. When a source in such a connection wants to send a large packet, it segments the packet into 48 byte pieces and
sends the pieces in successim cells. The last such cell has=1, whereu is the user bit inside the payload type

(PT) field of the ATM header (see Figure 16), while all previous cells within the packet ba®e End to end error

checking and retransmission is done in units of entire packets, not cells. If a single cell within the packet is lost, the
entire packet is lost and, if the end to end protocol requires all data to get through successfully, retransmitted. Thus, if
one cell is dropped because the transmit buffer was full, the rest of the cells within the packet may be dropped without
further harm. In fact, dropping such cells can help ease the congestion, making it more likely for cells in other connec-
tions to arrive at their destination.

This mechanism is callefdame tail discardingand it can be implemented as follows. For eash 5 con-
nection, maintain one bit of state that is either in the state n@ReHAGATEoOr the state namenlSCARD. After a hard-
ware reset, the initial state of all of these connectio®RBPAGATE If the state of amAL 5 connection iIPROPAGATE
this implies that all previous cells in the connection's current frame were sent to the transmit buffer successfully, and
so any successive cells should be kept if possible. If the state /flaB connection i®DISCARD, this implies that a
previous cell in the current frame was discarded, and thus later cells in the frame may be discarded. Note that the last
cell of a frame should always be kept (if possible) even if the connection's stageisRD, because otherwise thalL
5 reassembler at the receiver would concatenate one partially received frame with the next one (it has seen no last cell
of a frame to instruct it to do otherwise). Thus, the state of the connection will alsgberD if the last cell of the
previous frame was discarded, since the receiver cannot then distinguish the cells of the next frame from those of the
frame whose last cell was discarded.
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Figure 36: Basic Frame Tail Discard State Machine

When a cell in amAL 5 connection arrives, and it is a non-last celQ), and the state of the connection is
DISCARD, then thesDc discards this cell (see below for details of discarding a cell). This is called a tail discard.

Even if the cell is not tail discarded, it may be discarded due to congestion in the transmit buffer. The transmit
buffer generates three signatsl_FuLL, cs0_FuLL, andcs0_coNG (for congested), that are sent to 8. TheFuLL
signals are asserted when the appropriate queue withkmiaés completely full, and thesD_conGsignal is asserted
when the number of cells in the discrete stream queue withirniseis larger than the value in thevs csO Conges-
tion Thresholdoppmaintenance register field. For any given cell, we say that the cells’s desired queuirBtiee
congestedunder the following conditions: (1) the cell is part of a continuous stream conneassii)( and the
csl_FuLL signal is asserted; or (2) the cell is part of a discrete stream connected)( and either thes0_FuLL sig-
nal is asserted, or the cell is also low priorigLp=1) and thecs0_CONG signal is asserted. If a cell arrives when its
desired queue is congested, the cell is discarded.

Whenever thebdc discards a cell, either due to congestion or tail discarding, it signals the cell store to discard
the cell, TheBDC must also signal the maintenance register to increment eithembBiesl Overflow Counter field,
for cs=1 cells, or the correspondiig field forcs=0 cells.

If the cell is not discarded, tleeP PTR andcs fields are sent to the transmit buffer.

The state diagram in Figure 36 summarizes the behavior of the state machine that is simulatedAar each
5 connection. Note that if the current stat®iSCARD, a last cell arrives, and the desired queue indtB is not con-
gested, the cell is kept and the state of the connection returRIPAGATE This allows the next frame in the connec-
tion to have an opportunity to be transmitted.

It was originally intended that this feature should be available for every pogsibieconnection, but this
would require carrying the 24 bitxi through theoppcontrol path, and possibly a content addressable memory to store
thevxi -> state mapping. This was deemed too expensive in terms of the chip area required. Instaglyteevery
AAL 5 connection that wishes to use this mechanism antduik discard indexspi) in the range 1 to 255. This value
is used to index a table containing the state of up to 255 different connection. Tiams theue given to two connec-
tions that pass through te®c andxmB of the samedpPpPchip must be different. All connections that do not use
5, orAAL 5 connections that do not wish to use this block discard mechanism, are assigmeaf 8. When thesDC
receives a cell with DI of 0, it is only discarded if the desired queue inxtiB is congested.

This is enough to implement basic frame tail discarding, but the basic method can perform badly in overload
conditions, when many connections are transmitting sequences of frames back to back, and the total rate of all such
connections is larger than the rate of the outgoing link. It performs badly in the sense that many cells are transmitted
on the link that are part of frames that have at least one cell discarded (this is called “badput”, because it is put on the
link, but this link use is wasted). An intuitive explanation for why this occurs is that the connection is allowed to go
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Figure 37: Early Packet Discard with Hysteresis€PDH) State Machine

back to thePROPAGATEState after a single frame has its tail discarded. When the next frame of that connection begins,
the desired queue is likely to be very close to congestion, and only part of the frame will be transmitted on the link
before the queue is congested again, and the tail of that frame is discarded as well.

The performance of the basic frame tail discarding method can be improved in several ways. One is to have
a timer that starts running when any cell is discarded due to congestion (but not tail discarding), and as long as that
timer is running, no connection in timeSCARD state is allowed to go back to thReoPAGATEState. Another is the early
packet discard method simulated by Romanow and Floyd [RF-94b]. We call the method we have chosen to implement
in the prototypesarly packet discard with hysteregi=rDH), and it was chosen over these other two methods after sim-
ulation and analysis were done to compare all of the methods mentioned [Turner-96a].

In the basic early packet discarelPf) mechanism, a decision is made when the first cell of a frame arrives
whether to keep that entire frame. If the current buffer level is over a given threshold, the entire frame is discarded (by
discarding the first cell, and thus causing a tail discard of the rest of the frame). If the current buffer level is under the
threshold, an attempt is made to keep the entire frame (it must be tail discarded if the buffer becomes full, of course).

epDworks well at preventing partial frame discards if the buffer is large enough, where one frame’s worth of
buffering for each of the active connections is suffici&mbH achieves the same goal with just two frame’s worth of
buffering, regardless of the number of active connections. See Turner [Turner-96a] for the analysis. The basic idea is
that when the first cell of a frame arrives, the entire frame is discarded if the buffer occupancy is over the threshold
and it is increasing. If it is over the threshold but not increasing, the connecHRDBAGATEDISCARD state is left at
the value for the connection’s previous frame. If the buffer occupancy is under the threshold and decreasing, the con-
nection is changed to tlrROPAGATEState. If itis under the threshold but not decreasing, the connecHROBAGATH
DISCARD state remains at its previous value. As a special case, the state of any connection whose first cell arrives when
the buffer level is below a very small threshold value (e.g., 10 cells) is Fd@AGATE See Figure 36 for a state
diagram.

A few implementation notes are in order. In order to determine whether a given cell is the first cell in a frame,
theu bit of the previous cell is saved for each connection, in addition teHPAGATEDISCARD state bit. The thresh-
old mentioned here comes from tkias ¢SO EPDH Threshold field in the maintenance register, anddie csO Near
Empty Threshold is used to determine when the buffer is near emptyMisends back the current number of cells
in thecs=0 queue to thebc so that thesDc can compute these conditions itself (it is not always possible fosbiae
to determine whether thevs queues are full merely from their occupancy, due to an implementation detail in the
XMB). Note that last cells are kept whenever possible. This is so that if the next frame is kept, we know for certain that
the receiver’s reassembler will not concatenate that next frame with any previous partial frame.

Our implementation doesn’t actually try to compute whether the buffer occupancyadtBejueue is rising
or falling. Instead, thebc maintains a valuerPbH_MAX that is equal to the largest occupancy the buffer has had since
the last time it crossed from under the threshold to over the threstradel. MAX is set equal to the curreas=0 queue
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occupancy whenever the occupancy is larger #ryH_MAX and the first cell of some frame arrives, or to the thresh-

old value if the occupancy falls below the threshold in any cell time. With this value, the condition "occupancy rising"
in Figure 36 is implemented as "currezd=0 queue occupancy is at le&stpH MAX" (it doesn’t matter whether this
condition is checked before or afte?DH_MAX is updated for that first cell). SimilarlfgPDH_MIN is equal to the small-

est occupancy the buffer has had since the last time it crossed from over the threshold to under (or 0 initially).
EPDH MIN is set equal to the currens=0 queue occupancy whenever the occupancy is smallerethzsm MIN and

the first cell of some frame arrives, or to the threshold value if the occupancy goes over the threshold in any cell time.
The condition "occupancy falling” is implemented as "curce=0 queue occupancy is at masbH _MIN".

This block discard mechanism is intended primarily for discrete stremv0j connections. For continuous
stream connections, only basic frame tail discarding is implemented.

Itis recommended to set the maintenance register fields such that the following values are ordered from larg-
est to smallest (with consecutive values perhaps being the sakmeefsO Buffer Size xmMB ¢SO Congestion Thresh-
old, xmB csO EpPDH Thresholdxms csO Near Empty Threshold.

Note that the discussion above has been given under the assumption that all cells within a connection are user
data cells. However, there could also be end-to-@d flow F5 cells or resource management cells intermingled with
the user data cells of a connection (see Figure 16), and these are propagated by the prototype switch. In the prototype,
thesDc will treat any cells with the most significant bit of ttee field equal to 0 as user data cells, for which the state
machine described above will be updated. Any cell with the most significant bit efitheld equal to 1 will be treated
as something other than a user data cell, and the state machine for the connection will not be consulted or updated when
processing the cell. Such cells will always be kept byshe as long as the desired queue in ¥ws is not congested.

TheBDcC also receives requests from the maintenance register to read or write the block discard state of con-
nections. The maintenance register sead. bit operation signal (the contents of its Block Discard Operation field),
an 8 biteDI value (the contents of it8DI to Operate field), atha 2 bit state value (the contents of its Block Discard
State to Write field). Once per cell time, tBec examines these signals simultaneously, and performs the appropriate
read or write operation.

TheBDC also sends to the maintenance registermstbievalue which it has most recently read, and the 2 bit
state value read. If the most recently performed operation requested by the maintenance register was a write, the values
of BDI and state sent are all 0’s.

8.3.6 Transmit Buffer (xmMB)

The transmit buffer is responsible for buffering cells as they arrive at the internal speed of the switch, but are
sent out at the slower speed of the external link. It contains two separate buffers. One is for continuousstriEam (
traffic, and the other is for discrete strears=Q) traffic. Only theopp PTRfield is stored in the buffer slots.

The two buffers are implemented as one 166 word memory, where each word hotaisrorEr (8 bits), plus
some control circuitry. The desired size of the=0 buffer may be chosen by tlwe by writing thexms csO Buffer
Size field of the maintenance register. The rest of the memory is devoteddsthéuffer. The details of implemen-
tation for the control circuitry are left for the design document o#rehip [FHR-94].

Four signals are generated by the transmit buffer and sent back smth®ne is asserted when tlos=1
buffer is full. Another is asserted when ths=0 buffer is full. The last is asserted when the number of cells ic8+@
buffer is larger than thems csO Congestion Threshold field of the maintenance register BDiaeshould be designed
so that if a cell is sent to the transmit buffer, there is room in the appropdat® (or cs=1) buffer to hold the cell.
ThexmB also sends the current number of cells indise0 buffer to theBDc, so that it may implement trePDHblock
discarding mechanism.



System Architecture Document 68

Control cells are treated exactly as data cells, according todkdield value. It is expected that ther will
normally set this field to 1 for control cells, so that they receive better treatment byithedHowever, it may be useful
to setcs=0 for some control cells, to test the operation ofasrd buffer.

The transmit framer sends requests to the cell store for cells to be transmitted, and the cell store then relays
these requests to the transmit buffer. When such a request is received, the first cell pointesiritheffer is sent to
the cell store, if any. If thes=1 buffer is empty, but thes=0 buffer is not, the first cell pointer in thes=0 buffer is
sent. If both buffers are empty, then a “no cell available” signal is sent to the cell store. Thus continuous stream traffic
receives priority over discrete stream traffic.

The transmit buffer also generates the Forward Explicit Congestion Notification signal and sends it to the cell
store. This signal is asserted exactly whenabke0 buffer is over thexmB cs0O Congestion Threshold (thus it is the
same as one of the signals sent back t@bia3.

8.3.7 Transmit Framer (XFRAMER)

The transmit framer runs on a clock driven by the link interface. On each of its cell times, it requests a cell from the
cell store. One cell time later (the&RAMER’s cell time), either a cell comes from the cell store in the 1/O cell storage
format, or an unassigned cell comes if no "real" cell was available XFReMER fills in the first four bits of thevpi

(or GFQ) field with the value of thescHfield of the 1/O data cell format of Figure 17 (note that if the cell is a control
cell, these bits come from the four most significant bits oRtER field in the control cell).

It sets the congestiort) bit in the payload typer(T) field of the outgoing cell to be the logicaR of the in-
coming congestion bit and tirecN signal from thexms, and generates the header error correcti@c) byte. ThepT
field of the outgoing cell must not be modified if its most significant bit is 1, because that indicates that the cell is an
ATM signaling cell (see Figure 16). TixeRAMER will set the middle bit of anyT field whose most significant bit is
0, if thexmB is asserting theecN signal. Note that this will modify theT field of meta-signaling, general broadcast,
and point-to-point signaling cells durigi8 congestion.

TheXFRAMER signals thevReG to increment the Transmit Cell Counter field of the maintenance register for
every cell that it transmits.

8.3.8 Cell Store €¢STR)

The four control columns need not be stored. See the note fierttwl store.

Theoprpcell store contains 256 cells. The total storage of all of the other buffers ipribnat contain only
pointers and other control information should be no more than this, and perhaps a few less to account for cells buffered
for a cell time or two between components. The resequencer contains 80 cells. This leaves a few less than 176 cells
total for both of the queues in the transmit buffer. We will implement a 166 cell (pointer) capacity in the transmit buff-
er, leaving 10 cells for the rest of the control path.

As for thelpp cell store, and for the same reasons (see the description wftbell store), it is important for
theoppcell store to be able to hold at least as many cells as the entire control pathosfrttigip, most of which is in
the resequencer and the transmit buffer.

The cell store handles requests to store new cells from the refornrtter)( requests to read cells from the
transmit framer XFRAMER) and the maintenance registeREG), and requests to discard cells from the resequencer
(RESEQ and block discard controlleBgc). One of each of these requests could all occur within one cell time.
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Figure 38: Switch Element Organization

9 SWITCH ELEMENT DESIGN

This section presents the design of a chip implementing the eight port switch element that will be used in the prototype
switch. The switch element is “dumb,” in the sense that it cannot be configured to behave differently depending on the
value of a maintenance register, since it has no maintenance register. Its behavior can be modified by inputs provided
on several signal pins, but these values remain the same while the switch is operating.

The internal organization of the eight port switch element is shown in Figure 38. As discussed earlier (see
Section 6.3), cells enter the switching fabric in a 36 bit wide by 15 bit long format (Figure 18 and Figure 21). Within
the switching fabric, only thel, RC, andIADR fields are used by the switch elements to make routing decisions. Of
these fields, th&c andIADR fields may be modified in the switch element chips; the Reserved field may be modified
as well. All other fields of the cell are passed through the switch elements unmodified. For a detailed input/output be-
havioral description of the switch element, see Section 9.4.

The routing information and data for up to 8 cells may arrive simultaneously on any of the sets of pins labeled
ud(0) throughud(7) in Figure 38 ¢d stands foupstream data These input lines are connected to an input crossbar
that enables a cell arriving on any of the eight input ports to be placed into any of 40 cell slots in a cell buffer memory
(implemented as flip-flops, because the SRAM available was not fast enough). On the output side, up to eight cells can
be read simultaneously from the cell buffer and switched bgwaput crossbato the eight output portdd(0) through
dd(7) (dd stands fodownstream dafa Note that the reading and writing from/to the cell buffer goes on in parallel; as
a 12 bit word from one cell slot is being read, a new 12 bit word may be arriving in some other (vacant) cell slot. Since
there are eight input and eight output ports, there are at most 16 cell buffer cell slots that are “busy” (either being read
from or written to) at any instant.

9.1 Data Paths and Grants

Recall that eacB x 8 switch element is implemented using four identical chips (see Section 4). Each of the four chips
receives eight of the 32 data columns of the internal cell formats. Each chip also receives an identical copy of the four
control columns. All four chips make identical routing choices simultaneously, so that the outputs of the four chips can
be used to reconstruct the original cell (original, except for the modified fields in the four control columns). There is
also a parity bit for each input port. See Section 9.6.
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Thus, in each chip, cells enter each input port 12 bits at a time, spread over 15 clock ticks, plus 1 extra clock
tick between cells. In the figure, the eight input ports of the switching element, each of which is 13 bits wide (12 bits
of cell information plus the parity bit), are shown as lind@®) throughud(7).

On the output side, each port has 13 pins, just like the input ports.

TODO. Discuss how grants are sent out, and note that a grant means “you may send me a cell x cell times
from now”, where x is 1, 2, or 3, depending on the implementation. If x is larger than 1, then the switch element must
continue sending out grants, but it must never have more unanswered grants than it has empty cell slots.

9.2 Behavior of Switching Fabric

It may be easier to understand the desired behavior of the individual switch elements by first understanding the desired
behavior of the switching fabric as a whole. Viewed in this way #rehips send cells to the switching fabric whose
routing information is contained completely inside HeandIADR fields of the internal data and control cell formats.

Here we describe what cells should come out of the switching fabric, and where.

For cells to be routed on specific patmc€000), thelADR field contains a sequence of ten switch element
output port numbers. At each successive stage of switch elements through which the cell passes, the next one of these
ten output port numbers is used to select the path of the cell. The cell leaving the switching fau+O©0@s

For single copy cellsRc=010 or 001) and copy by two celle€¢=011), thelADR field contains two row-in-
terleaved switching fabric output port numbersRrTl andPORT2 (in the range 0 to-1). See Figure 42 for the exact
placement of bits ofORTL andPORT2. The cell sent to the switching fabric should be routed randomly in the first half.
Starting in the middle stage, and continuing for the remaining stages, the cell is routed to the desired oufmrHort
if Rc=010,PORT2 if RC=001), or copied and routed to batrTL andPoRT2 if RC=011, with two copies being made
even ifPORTL=PORT2. If two copies are made, the copying is done as late as possible in the switching fabric. The copy
sent toPORTL must haverc=010, and the copy sent EDRT2 must haverc=001, so that theppchips can easily dis-
tinguish the two copies.

For copy to range cellR€=111), thelADR field also contains two row-interleaved switching fabric output
port numberspORTL andPORT2. The implementation described later works wireRTl < PORT2, but not otherwise
(no such restriction applies for the ottrer values above). The switching fabric routes the cell randomly in the first
half, and then copies and routes the cell to output peptstl throughPoR12, inclusive. All copies leaving the swich-
ing fabric haverc=111.

9.3 Switch Element Interconnection and Option Pins

For this project, we will construct a switch with 8 inputs and 8 outputs. However, the switch element chip designed is

capable of constructing a switch withi@puts and 2outputs, for any value affrom 3 to 15, inclusive. Thus, a switch

with up to 32,768 2.4 Gbps ports may be constructed using the switch element chip. Constructing such a large switch
would require a larger resequencer in trechip, unless the estimates in Figure 11 are too large. Given the estimates
there and a resequencer size of 80, a switch with up to 64 ports could certainly be constructed with the chips to be
designed. Switching fabrics with even more than 32,768 ports could be constructed, but this would require redesigning
a few parts of the system; in particular, more bits would need to be addedaorR Hield.

For any size switch, all switch element chips are identical, but some of them behave differently based on the
signals on several option pins. To show the need for these different behaviors, let us examine how these larger switches
are constructed.

As mentioned in Section 3.2, the switching fabric is constructed as asBene network. It is constructed with 8
input, 8 output switch elements, allowing us to build a switch witimguts and outputs, for some integém the range
1to 5, inclusive. Such a network has-@ stages of switch elements, with'8switch elements in each stage (recall
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Figure 39: An Example of a 16< 16 Switch

that each switch element is implemented with four chips). All switch elements in the{irss{ages send cells to “ran-
dom” outputs, regardless of their final destination. We say that the celtBstributedin the first (-1) stages. Starting

in stagei, and continuing for all of the laststages, there is only one way to reach the desired output(s), so cells are
sent to the appropriate output port(s) of the switch elements they pass through. We say thatoafiedamdrouted

in the last stages (they are only copied if the cell has more than one destination).

In order to use the same chip design for both the stages that distribute and the stages that route and copy, we
need at least one option pin on each chip to signal which function they should perform. However, to be able to construct
switches where the number of ports is any power of 2, rather than only powers of 8, we must generalize the definition
of a Bens network.

As an example, consider the 16 port network in Figure 39. The first stage should distribute cells completely
randomly, and the last stage should route and copy cells deterministically, but the middle stage should be a hybrid of
each. If a cell in one of the middle stage switch elements should go to output 0 of the entire network, then it should be
routed to one of the four output ports of the middle stage switch element that leads to the top switch element in the last
stage. When there are many such cells, they should be distributed over the four possible paths, to prevent the load on
any one of the four paths from being too high.

A simple way to implement this is to insert “random” bits in front of the two port numbers imthre field
of all but the specific path cellR€=000). In a stage that completely distributes the cells, insert three random bits be-
fore thelADR field. In a stage like the second stage of Figure 39, two random bits would be chosen and inserted in front
of each port number of thebr field. In the second stage of a 32 x 32 switch (e.g., see Figure 41), one random bit

suffices. In the middle stage of a switching fabric withp8rts, or in the last half of a switching fabric of any size,
deterministic copying and routing is performed, so no random bits are inserted. This is summarized in Figure 40. Since
the only possibilities are 0, 1, 2, or 3, two option pins suffice, which we collectivelyroalt TION_CONFIG_SE. They

encode the number of random bits to insert.

Recall that the switching fabric makes two copies of cells that have two distinct output port numbers, and that
copying is done as late as possible (see Figure 4). If the two output port numbers in a cell are identical, then the default
behavior of the switch elements would be to send only one copy of the cell to that output port. This could be remedied
by designing theoppchips to make two copies of such cells, but it was decided that it would be easier to design the
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Number of | Number Number of random bits to inseft

ports | of Stages giages ¢ | Stagei | Stages
g 0
gri>1 | 21 3 1 0
g/4 (> 1) 2

Figure 40: Number of random routing bits needed for any switch size

switch elements to make the two copies. To override the default behavior, another option pin is needed. It is called
DO_COPY, and it is O for all switch element chips except for those in the last stage of the switching fabric. For the last
stagepo_copyis 1, and those switch element chips make two copies of cells with two output port numbers, even if
those two numbers are the same.

Figure 41 shows how the chips in a 32 port switch should be interconnected. In general, for any number of
portsn, wheren is a power of 2 and at least 8, a formal description of the switch element interconnecti®pg is ,

whereBn’ 4 is defined below. The notation is from Dr. Turner’'s CS 577 notes.

Xdyd[>r<le7d[>rﬂXd7d if d < n < d? where r =d?/n

Xd,d X Bn/d,d X Xd,d ifn> d?
Bn,d =
Xa,d ifn=d

9.4 Behavior of Switch Element Chips

Given the many different switch sizes we wish to construct from the switch element chips, and the option pins dis-
cussed in the previous section, we now present the desired input/output behavior of the switch element chips. That is,
given that a cell arrives at an input port of the switch element, where should copies of the cell be sent, and how should
therc andIADR fields of each copy differ from the input cell, if at all?

To implement the “random” routing desired in the distribution stages, each switch element chip has a 3 bit
counterc. The switch element incrementsonce every cell time, and it wraps around from 111 back to 000. Since
there are four parallel chips implementing a single switch element; andsed to choose the output to which partial
cells are sent in each chip, it is necessary that @dllues be identical among the four chips of a single switch element.
This condition is easy to maintain once it is true, but it requires care during a hardware reset to be certain that it holds
after the reset is complete. See Section 9.8 for more details.

When a cell arrives at input parbf a switch element, & i < 7, the three random bits for that cell (of which
none, 1, 2, or 3 are used, depending onAbKCTION_CONFIG_SE option pins) are the binary representationo#()
mod 8. These three bits are denoxgd In distribution stages, wheRINCTION_CONFIG SE = 3, this scheme ensures
that all cells arriving during one cell time are destined for different output ports of the switch element.

The top one or two rows of thebr field may be used for routing. These bits are denatedanddef as
shown in the Figure 42. The behavior of the switch element chip is shown in Figure 43, where the values P1 and P2
are defined in Figure 44. Cells to be sent out are denoted by {&;), where P is a 3 bit switch element output port
number,t n means that thexdRr field of the outgoing cell should be equal to ther of the incoming cell shifted up
by nrows, andkcis the value to place in thecfield of the outgoing cell (a dash means the same value as the incoming
cell). When theADR field is shifted up, the bottom rows may be filled wth any values, as they are never read. For copy
to a range cellsRc=111), thelADR field must be shifted up, and then the bits represersiogrl or PORT2, as shown
in Figure 42, are replaced for some copies of the cell.
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Figure 41: An Example of a 32 32 Switch

Note that specific pattRC=000) cells are always routed to a single output determined by the top row of the
incomingIADR field. ThelADR rows are shifted up so that the routing bits used by the next stage of switch elements
(if any) are always in the top row of theDRr field. This is also the reason for shifting up tia®R field for the other
kinds of cells.

Forrc#000, cells are routed randomly (using all three randomxyigsand thelADR field does not change
when cells pass through the distribution stages (whereTION_ CONFIG SE=3). No copies are made in the distribu-
tion stages. When the cell reaches the first routing stage (VAIRIETION _CONFIG_SE<3), it is routed to output port(s)
of the switch elements that lead to the desired output ports of the entire switching network. See Section 10.2 for ex-
amples showing how cells using the copy to a range feature are correctly routed to the desired range of switching fabric
output ports.
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Figure 42: The Internal Structure of the IADR Field

re field value DO_COPY, FUNCTION_CONFIG_SE option pin values

from cell

0,3 0,2 0,1 0,0 1,x

000
(specific path)

010
(one cell toPORTL)

001
(one cell toPORT2)

011
(two cells: one to Two cells (P11 2,010) and (P2,2,001) Two cells (P11 2,010) and

if P1£P2 Sy
pomi ;\:Tg)one to || (P1;0,-) One cell (P13 2,011) if P1=P2 (P2, 2,001), even if P1=P2

(abgtl,-)

(P1;2,-)

(P242,-)

Send (P2-P1+1) cells (R2,-) to ports P1 through P2, inclusive.
s IADR shifted up two rows, and:
111 (1xx?) if P> P1 therortl = all 0's
elseoRrTl unchanged
if P < P2 theror12 = all 1's
elseoR12 unchanged

(copy to rang®ORTL
throughPORT2)

Figure 43: Behavior of Switch Element Chips

9.5 Behavior of Major Circuits in the Switch Element Chip

Now that the input/output behavior of an entire switch element chip has been explained, we describe one way to im-
plement this behavior that may be implemented in the final chip design. Each of the following sections describes the
input/output behavior of a major circuit within the switch element chip. When these behaviors are combined, they im-

plement the behavior of the entire switch element, as described in Section 9.4.
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DO_COPY, FUNCTION_CONFIG_SE option pin values

0,3 0,2 0,1 0,0 1,x
Pl=xyz | Pl=yzc | Pl=zbc P1 =abc
P2=xyz | P2zyzf P2=zef P2 =def

Figure 44 Definition of P1 and P2

9.5.1 Distribution Circuit (DSTC)

The distribution circuit modifies theDR field, and sometimes the Reserved field, so that the desired switch element
output port numbers are easily accessible to the downstream circuitry.

Forrc=000 cells, no changes are made. Downstream circuitry uses ttabbitsroute the cell to one output
port.

For cells withrRcZ000, the modification depends on the_CoOPY andFUNCTION_CONFIG_SE option pins,
and is closely related to Figure 44. The necessary modification is shown in Figure 45.

DO_COPY, FUNCTION_CONFIG_SE option pin values

RC field value
from cell 0.3 0,2 0,1 0,00 1x
RC=000
no change

(specific path)

Insertxyzinto first
row, and shiftall | Replaceabcwith | Replaceabcwith
Rc£000 other rows down by| yzc,anddefwith | zbc,anddefwith | no change
one (overwriting yzf zef
the Reserved field)

Figure 45: Behavior of Distribution Circuits

9.5.2 Input Crossbar and Grant Generation Circuit (XBAR , GGC)

9.5.3 Shared Buffer and Control Circuit

9.5.4 Output Crossbar

9.5.5 Header Modification Circuit (HMC)

The header modification circuit’'s primary function is to shift up ther field by enough rows that the routing bits
needed by the next stage of switch elements (in a multi-stage switch fabric) are at the top. For copy by two cells
(Rc=011), it must also modify thec field of one copy to 010 and the other copy to 001, if two copies of the cell are
actually sent out. For copy to a range cefts£111), it must modify th@oRTL or PORT2 portions of theADR field for

some copies.
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Figure 46 summarizes this behavior. As before, the notattomeans that the\DR field of the outgoing cell

re field value DO_COPY, FUNCTION_CONFIG_SE option pin values
from cell 03 | 02 0,1 0,0 1,
000 -
(specific path) '
010
(one cell toPORTL)
12,-
001
(one cell taPORT2)
12,
if P =abcand Pz defthenrc = 010
011 if P # abcand P=defthenrc = 001
(two cells; one to if P =abcand P=defthen
PORTL and one to 11,- ifbo_copy =0 thenrc = 011
PORT2) ifDbo_copy =1 then
ifFIRST_copPY_OF Two =1 therrc = 010
ifFIRST_copPy_OF Two = 0 therrc = 001
12,-
Also:
I)
111 (1xx?) ” if P >abcthenPoRrTl = all 0's
(coEy to rr?ng@TSR elseorTl unchanged
throughPORT2) if P <defthenporT2 = all 1's
elseor12 unchanged

Figure 46: Behavior of Header Modification Circuits

should be equal to theDRr of the incoming cell shifted up by rows, and a dash means that the outgainghould
be equal to the incomirgc. When thaADR field is shifted up, the Reserved field should also be shifted up. The bottom
one or two rows of the combinexbr and Reserved fields may be filled with any values, as they are never read.

There are eight parts to the header modification circuit, one for each of the eight output ports. Each part func-
tions identically, except that each has a different output port number, denoted P in Figure 46. Thalvaireklef
in the figure denote the appropriate bits in the top two rows ofabe field of the incoming cell. Note that these are
the values as modified by the distribution circuit, not the values that were originally in the cell when it entered the
switch element chip. ThERST_copPy_OF Two signhal and its motivation was describedbsigction ?

9.6 Parity Checking

EachsE chip has an 8 bit register. Bits 1 if a parity error has been detected on input postherwise 0. If bit is 1,

then the parity generation circuitry at output podf the switch element generates the wrong parity bit on purpose.
Thus, if a parity error occurs in the first stage of a multistage switching fabric, it will propagate along a particular path
until it reaches appchip. There it can be detected by theby the Hardware Status and Error Information field of

the maintenance register. If such an error is detected, this design does not localize the error to a particular port, but it
does localize it to one afports, wheresis the number of stages in the switching fabric. These 8 bits can only be cleared

by acLRERR control cell arriving at an input port processor, which then assertsitRerR pin on all chips in the
switch.
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9.7 Deskewing the Signals Sent Between Chips

The collection of chips comprising the eight port switching system will all derive their clock input (caliedrom

a single 120 MHz source on the printed circuit board. This clock source will also generate a separate sigreaicalled
CLK, for cell clock. TheCELCLK signal has a pulse with a duration of one clock period, repeated once every 16 clock
ticks. The rising and falling edges of this pulse are aligned with consecutive rising edges dhe pulses ofELCLK

cause all circuits to begin another cell cycle (except those few circuits that operate on the clock of the transmission
interface circuits, the “link clock”).

The clock source will generate these two signals, and the board will be designed to distribute these two signals
to all chips. This distribution will be done such that for each receiving chip, the relative timing of kh@ndCELCLK
signals will be maintained closely.

When data is passed from one chip to another across the board, there are several sources of signal delay vari-
ability that cannot be eliminated with current technology. The data signal passes through a pad going from the source
chip to the board, through a trace on the board, and then through a pad to a receiving circuit in the destination chip.
The delay through the pads from different chips can vary because of variations in the fabrication process. The switch
should operate correctly when initially turned on “cold” (say 25 degrees Celsius), until it heats up to as high as 80 de-
grees Celsius (chip temperature). Finally, the delay through the pads can vary based on the chip power supply voltage.
We are planning for the design to tolerate chip power supply voltages from 3.3 volts to 3.6 volts.

This variability would present little problem for data sent at 40 MHz (clock period 25 ns). At 120 MHz (clock
period 8.3 ns), a delay variation on the order of 3 ns would make it difficult to know when, within a clock period, to
sample the incoming data signal to reliably obtain the correct value. With the magnitude of the delay variations men-
tioned above, it is also difficult to know which clock tick within a cell cycle is being sampled. The first word of a cell

could fall within any of [ (12.6ns)/(8.3ns) | = 2 different consecutive clock ticks, relative to the receiveris
CLK signal.

Both of these problems are solved with a hovel deskewing circuit. The circuit design can be generalized to
handle a delay variation from 0 tel clock ticks ¢ has been fixed at 3 for the planned implementation). It operates in
two modes. During the initial “learn” mode, it finds the number of clock ticks difference (fromwlipthat exists
between the phase of the loc#LCLK signal and the phase of tlieLcLk implied by the received data signal. It also
finds one of three possibleLk signals to use in sampling the data signal, where each of thesectixeaggnals is one
third of a clock period out of phase with each other. This requires that the circuit sending the data signal to the deskew-
ing circuit generates a pattern that repeats once essrgLK period (16 clock ticks), and the location of the sender’s
CELCLK signal must be readily apparent from this pattern. Also, this sending circuit must start sending this pattern be-
fore the deskewing circuit starts learning. The deskewing circuit completes its task in “learn” modengihicycles,
and then goes to “track” mode.

In track mode, the deskewing circuit uses a particular one of the three differentqhasignals, and a par-
ticular number of clock ticks in the range 0vel, as the phase difference between the sender and receiver. However,
it also monitors the incoming data signal for gradual changes in this phase difference. When the phase of the incoming
signal has moved too far away from the current state of the deskewing circuit, the state is changed by choosing a dif-
ferent one of the three different phasix signals, and possibly a different number of clock ticks. This is needed to
handle changes in the delay due to changing temperature and power supply voltage.

For more details on the capabilities and implementation of the deskewing circuit, see the chip design docu-
ment for the switch element chigife reference in bibliography to all three chip design documents, and possibly
Tom’s patent??)?
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9.8 System Reset

A hardware reset of the entire board may be initiated either by sending a control cell with sgsoadeanipp chip

that has been enabled to receive control cells, by pushing a reset button on the board, or by powering up the switch
after power has been off (there will be circuitry to do this included as part of the reset push button circuitypEvery

chip has an open-drain output pad calks5ET REQ connected to the same board trace that the reset push button
drives. Anyirppchip enabled to receive control cells that receivesacontrol cell will drive this board trace low until

the whole system is reset. The reset push button will also drive this trace low. There is a pull-up resistor on this trace
that makes the signal float high if nothing drives it low.

There is a circuit that samples this common board trace and debounces it. It drives#tenputs of all
chips identically, and synchronizes the deasserting (rising) edegesafrto a fixed clock period relative to theeLCLK
pulse. The reset signal will be asserted for at least 64 cell times (or 64x16 = 1024 clock periods). The edges of this
signal will be restricted to have a fixed relationship to dmecLk signal distributed on the board (the exact choice has
been made, but should be documented here in the future RA$Ersignal is distributed on the board to &b, oPR,
SE, and transmission interface chips, causing them to empty themselves of cells, and enter a known initial state. The
duration of this asserted signal was chosen to be long enough that all chips would sample it at a time when it was as-
serted, and then complete their reset operations. This need only be on the order of 3-5 cell timesfpoHmeand
Sechips, but it needs to be much longer to guarantee that every type of transmission interface chip (among all the types
that we are designing for) will notice the signal. (Include discussion of the 64 cell time reset period, if indeed that will
be the final duration, and how the number was derived. The 64 cell time period was derived from the desire to perhaps
have a 10 Mbps speed link carrying ATM cells, and a transmission interface chip that has a 16 bit wide parallel inter-
face to the port processor chips, assuming that such a transmission interface chip would reset properly if the reset signal
were asserted for at least 2 of its clock periods. The clock speed of the 16 bit wide interface would only need to be 10
MHz/16, for a clock period of 1.6 usec. Twice this is 3.2 usec, and 64 internal cell times is about 8 usec, which should
be plenty long enough.)

While RESETIs asserted, all blocks within all chips must ignore incoming cells, if any, and behave as if no
cells arrive. WhemRESETIs deasserted, all blocks must have finished emptying any cells from their internal state, and
must have been transmitting idle cells to their downstream neighbors for at least one cell time (the exact signals that
constitute an idle cell may vary from one block to another).

At this time, all blocks except the deskewing circuits begin hardware initialization. This consists of creating
the free space lists within thep andoprpcell stores, clearing out all bits of all 1024&T entries within the/xTc, and
initializing all 256 entries in the discard table within tRec. Hardware initialization in these blocks takes many cell
times (e.g., 256 cell times for thexTc), and is performed by a small state machine that begins running RE&ET
is deasserted. For all other blocks, hardware initialization requires no actionsegtarns deasserted. Note that there
is not one single moment when every block completes hardware initialization; each block may complete hardware ini-
tialization at a different time from every other block. Every block continues ignoring cells at its inputs during hardware
initialization, and continues sending idle cells to its downstream neighbors.

When a block completes hardware initialization, it begins paying attention to any cells that might be sent to
it from upstream neighbors. Because iffe RFRAMERDIocks do not allow cells through to the rest of thefor about
1 million cell times (approximately 0.14 seconds), and all blocks destroy cells within them réskris asserted,
every block except ther RFRAMERS should only see idle cells for a long time after completing hardware initialization.
Without thisRFRAMERbehavior, there is the possibility that a block completes hardware initialization after its upstream
neighbor does, and begins paying attention to its inputs in the middle of a “real” (i.e., non-idle) cell transmission (even
this is often not a serious problem, because there is usually a single busy/idle bit transmitted at the beginning of a cell
that determines whether the downstream block treats it as a “real” cell).

The deskewing circuits are a special case. As mentioned in the previous section, they must be receiving a syn-
chronization pattern when they enter “learn” mode, or else they may never discover the proper phase difference be-
tween the sender and receiver. The circuits that generate the synchronization patterns begin sending these patterns as
soon aRESETIis deasserted. When we can be certain that these patterns are being received at all deskewers, then all
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deskewers are allowed to enter learn mode. We have chosen to make the deskewers enter learn mode 8 cell times after
the synchronization pattern generators begin sending (RegeTis deasserted).

9.9 Other Signals Sent to All Chips

BesidexReseT, there are a few other signals common to all chips.

There are several error flags in the chips, like the parity error flags that exist iPthadoPPmaintenance
registers, and also in tree chips. There are also several error flags iniieamaintenance register (see the Hardware
Status and Error Information field described in Section 7.2.1). The flags irtteexdorPPmay be cleared by sending
appropriate control cells with the opcode for writing a maintenance register Weldg), but the parity error flags in
the se chips cannot be cleared in this way. To clear those flagscttraay send a control cell with opcod2RERR
This causes the receivingpto assert (low) a pin calledLR_ERRthat is attached to all oth&rp, OPR andsechips in
the switch.

This signal will clear all error flags in all chips within the switch immediately. Even if there were a way to
send control cells with opcodgRMR to clear error flags ise chips, it is still useful to be able to clear all error condi-
tions within the switch quickly, without resetting it. Note that the Hardware Reset fields irrhadopPmaintenance
registers are not cleared by this signal. This choice was made so that sendreRr&control cell does not cause the
CPto miss noticing a hardware reset of the switch thatthdid not initiate itself (e.g., a reset caused by pushing the
reset button).

Also note that every flag that is cleared by thi&k_ERR signal is also cleared during a hardware reset. Thus
any circuit that is sensitive tttR_ERR should also be sensitive RgSET.

The drivingipp asserts theLR_ERR signal low for 256 cell times. The most important feature of distributing
this signal to all chips is that every chip should simultaneously "see" this signal asserted for at least one cell time that
is simultaneous with all other chips "seeing" the signal asserted. It would be bad, for examplerfcthip asserting
it only asserted it for one cell time, and some last s&gEhips that currently were forcing parity errors on their outputs
received the asserted signal one cell time after the downstoeschips did. If this happened, tt@PpPchips would
clear the parity error indication first, then see the forced parity errors aitbkips that had not yet cleared their errors,
then these chips would clear their error flags and stop forcing parity errors (assuming that no more parity errors oc-
curred on their inputs). The resulting state would still have parity error flags set @ptehips, even though the only
parity errors that occurred since therR_ERR signal was initiated were ones that were forced byshehips due to
past parity errors. Asserting this signal for 256 cell times makes it easy to distribute this signal to all chips, even in a
switch with thousands of ports, while satisfying this requirement.

All 1pp chips will receive theELCLK pulse during the same tick of thek signal.However, the ??77?

10 OPERATIONAL SCENARIOS

In this section, we present several scenarios that demonstrate the interaction betvee@mthine switch in a setting
like the one that will be constructed in the gigabit test bed. The purpose of this section is to verify that all cell formats
and operational behavior described previously are sufficient to perform the tasks that we expect of the switch.

Figure 23 shows the interconnection of treand an eight port switch that will be used in most of these sce-
narios. The switch is attached directly to the where the link from thecp to the switch is attached tep 0 of the
switch, and the link from the switch to theis attached torPPO of the switch.

For scenarios in which the path of a cell through the switch fabric is shown, a 16 port switch is also used. This
is done because routing through the eight port switching fabric (Figure 12) is trivial, although routing scenarios are
also shown for the eight port switch. In these scenarios, the link frorarhe the switch is attached ter 5, but the
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link from the switch to thecpis attached t@ppP11. This is done merely to demonstrate thatth@eed not be attached
to particular ports, and the two links need not even be attached to correspepdimdppPrchips.

Recall that thecp can also control multiple switches, and it need not be directly attached to each switch in
order to control it. To control a switch, tle® need only be attached directly to one switch that it controls, and have a
path through that switch, and perhaps others that it controls, to the desired switch. See the beginning of Section 6.4 for
more details.

In the figures accompanying the scenarios, there are many abbreviations used. The scenarios in Section 10.1
explain most of these abbreviations, and they are explained more fully than any other scenarios. It is suggested that
those scenarios be read first before trying to understand any of the others.

10.1 Testing

We begin the scenarios by assuming that the switch has completed a hardware reset, and all of its state is as specified
in various places throughout this document (except for things like Time maintenance register fields and the counters
inside the header modification circuits, which increment whether cells arrive or not). In this section we describe how
the cp may test the data paths between chips within the switch, i.e., the connections betweeratiteswitch ele-

ments, between different switch elements (in a multi-stage switch), between the switch elemesrggrahd the

recycling path between eackrand its correspondingp.

In the eight port prototype switch (see Figure 12), all paths may be tested quite easily by sending control cells
that perform no operation (opcodesr), and causing them to be routed to the appropristechips, recycled, and
then routed to theppchip that leads back to ther. If a cell returns, then the path it was sent through is functioning
properly. If a cell does not return, itis a sign of a problem somewhere on the specified path. We will not show scenarios
of the cells passing through ther or opPchips of the eight port switch, as they are very similar to those for the 16
port switch, described below. We will also not show scenarios of cells passing through the switching fabric of an eight
port switch, as it is fairly uninteresting (cells are always sent directly to their desired output port(s) of the switch ele-
ment).

Testing the data paths between each pair of switch elements is more challenging if the switch has more than
eight ports. We do not present an algorithm for exhausting all paths in a switching fabric with arbitrary number of ports
n, although we do note that every internal link may be tested by sending eragBcific path cells. When the topol-
ogy is given as at the end of Section 9.3, this may be accomplished by always sending cells out the same switch element
port at which they arrived.

We give a scenario in which a no operatioif) control cell is sent from theprto IPP5 of the 16 port switch.
It is then routed t@PP2, recycled tapr 2, sent on a specific path through the switching fabriote 14, recycled to
IPP 14, routed taoPP11, and then sent on the link back to the We arbitrarily choose theor operation to be per-
formed inipP 14.

1. Scenario 10.1.1no0P control cell coming from link teeP 5 andopPpP2, and recycling

To save the reader from an ominous feeling of impending boredom, we note that there are many scenarios that are very
similar to one another. Each type is described most completely when it is first introduced. Later incarnations of the
same type of scenario are given much more briefly, only mentioning the aspects that are significantly different than
the previous similar scenario.

Figure 49 shows how the fields of the cell change as it passes threri§landorp2. The time order of this
process is indicated by the numbers 1 through 5 labeling the description above each cell. All field names have been
defined earlier, but the way their contents are denoted in these scenarios deserves some explanation. All numbers are
denoted in either base 2, 10, or 16. The base of any number may be determined by the field in which it lies, as shown
in Figure 48. This table also shows some special characters that may appear as the value of a field. One special value
that may appear in any field is a dash, which denotes a “don’t care” value, a value that is unimportant. Another impor-
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tant fact is that if a field is modified at a particular place, then the picture of the cell for that place will have that field
shaded gray. All other field values are unchanged from the previous step.

The first event is the cell arriving in the format shown in the left part of Figure 20q#te switch external
control cell format) on the link attached P 5. The arriving cell has api/vci of 0/32, which signifies to the switch
that it is a control cell. All three sets @i fields are 1, so this cell will pass through the switching fabric three times.
The first time it will haverc=010, meaning that the cell will be distributed randomly in the first half of the switching
fabric, and then routed to one of the two port addressesiml (more aboUuEADR appears below). The second time
it will have Rc=000, meaning that this is a specific path celpRrR2 contains a sequence of switch element output port
numbers to which the cell will be routed. The third time it will hrge010 again.

TheEADR fields are given in an abbreviated form that is easier to read than the 32 bit binary representation.
For specific path cell&£ADR is a sequence of one up to nine integers in the range 0 to 7, inclusive. At the first switch
element through which the cell passes, it will be sent to the output port of that switch element given by the first integer
in this sequence. At the second switch element, it will be sent to the output port given by the second integer in this
sequence, an so on. For all of these scenarios, less than nine of the integers will be important, so the sequence ends
with a dash to indicate that the rest of the sequence consists of “don’t care” values. The 32 bit binary representation of
this field is described in Section 6.4.

For all other cellsgADR is a pair of output port numbers of the entire switching fabric. In the scenarios, these
are given as a pair of decimal integers. Often one of these values is given as a “don’t care”. The binary representation
depends upon the number of ports in the switching fabric, and is described in Section 6.4.

The RHDR andCMDATA fields are usually given as *, denoting that their value is set bycthéut in these
scenarios we are not concerned with the exact values. Note that different fields given as * will usually not have the
same value.

TheRFRAMERIN IPP5 determines that the cell is a control cell, but it is not a reset or clear errors control cell,
so theRFRAMER should not perform the operation. It passes alowgaof NEwCTL (14) through the control path of
thelpPpr.

At step 2, we show the cell as it is stored in thecell store. This is essentially the same as the cell received
on the link, but it is now in the 1/O data cell format (Figure 17). The only difference is that the picture has been changed
somewhat to pack some of the fields more densely.

ThevxT does not do anything with new control cells, but #ruT rearranges the control cell from the ex-
ternal control cell format to the internal control cell format (Figure 21). It uses the collection of firtmscl to fill
in the BI, RC, andDcc fields. TheBRDCcC andEADR fields are shifted to lower numbered indices, and the fields with
index 3 are filled with zeros. TheDR field is converted from theADR1 field as described in Section 8.2.10, and it is
shown in binary. Thasfield is usually filled with an @, indicating that this is the normal (as opposed to the transi-
tional) time stamp that should be assigned to the cell at the time it is about to enter the switching fabric.

In most of the scenarios, we will treat the switching fabsg @s a “black box” that functions as specified in
Section 9.2. However, to show some of the internal workings of the switch elements, several scenarios will also show
cells traversing through the switching fabric one switch element at a time. See Section 2.

When the cell leaves the switching fabric and arrives abrm usually the only change is that theRr field
has been “mangled” by the switch elements. This is denoted by a +. The only other possible changers fiettie
of copy by two cells (see Section 9.5.5). Ther RFMTextracts the appropriate control information from the cell and
sends it through the control path of tber This includes ayc bit of 1, so thexmIT circuit recycles the cell through
theMREG. TheMREG determines that it is a control cell sinbe0, and decrements tle®Ffield to 2. The receivedoF
value was not 0, though, so no operation is performed here.

2. Scenario 10.1.2 - Normally routed cell passing through 16 port switching fabric
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Figure 50 shows a cell that should be routed to ouput port 2 of a 16 port switching fabric, but not along any specific
path chosen by ther. Thus “random” bits are used for routing in some stages of switch elements, as determined by
the option pinFUNCTION_CONFIG_SE described in Section 9.3.

The cell labeled 1 shows the contents of the 4 control columns as the cell arrives at the first switch element
on input port 5 (the reserved field is treated as part of4be field throughout the scenarios). Every switch element
chip in the first stage hasuNCTION_CONFIG_SE=11 andDo_coPY=0. Thus each of the fol8e chips shifts theAaDR
field down one row and inserts three random bits at the top. These are computed by adding thectouhéeswitch
element port number at which the cell arrived (in this case 5). The result is 010+101=111 in binary. Thus the cell is
sent to output port 7 of the switch element. The header modification circuit shifisdRdield back up, so the result-
ing cell, labeled 2, is the same (technically, the reserved field may have changed, but this is unimportant).

The cell labeled 2 arrives at input port 6 of the bottom switch element in the second stage. In this stage, the
least significant two of the three random bits computed are inserted in front of each address (because
FUNCTION_CONFIG_SE=10). The three random bits computed are the counter value, 101, plus the input port 6 (110 bi-
nary), giving 011 (the carry bit is discarded). The two least significant bits replace the two “don’t care” bits in the top
row of thelADR field, and the first two in the second row as well (although the second row is ignored, beca(4€).

Thus the destination output port number is 110. The header modification circuit shifts the address up by two rows,
giving the modified field shown in the cell labeled 3.

The cell labeled 3 arrives at input port 7 of the top switch element in the last stage. No random bits are used
in this stage KUNCTION_CONFIG_SE=00).Dp0_copry=1 for all last stage switch elements, but that is not significant in
this scenariogee Scen. ? for an example where it is signifiraAgain, the second row of thebpr field is ignored
becaus&kc=010. The first row is used to choose the output port number 2, which is also output port 2 of the entire
switching fabric. The header modification circuit shifts ther field up by two rows, leaving every bit containing
“don’t care” values.

3. Scenario 10.1.3n0P control cell recycling fronoPP2, going toopp 14, and recycling

Figure 51 shows the cell that was recycledd®p2 to IPP 2 as it makes its way throughp 2 andoppr14. The cell
labeled 1 is exactly the same as the one labeled 5 in Figure 49pFIMrEGdoes not perform the control cell opera-
tion, because the receivedr value is not 0. It still decrementoF, and this is reflected in the cell shown in the cell
store (labeled 2). Thecp value sent through the control path of thefor this cell iscyccTL, as opposed tREWCTL.
Other than this, the operations on the cell are very similar to the scenario in Section 1.

4. Scenario 10.1.4 - Specific path cell passing through 16 port switching fabric

Figure 52 shows a cell that should be routed to output port 14 of a 16 port switching fabric, and it should use the spe-
cific path determined by following the sequence of switch element output port numbers 4,5,6. No random bits are used
for routing. TheFUNCTION_CONFIG_SE andDO_COPY option pins have the same values as the scenario in Figure 50,
but they are not shown because they are not used by the switch elements to make routing decisions here.

All switch elements perform identically when receiving a specific path cell. They use the top rowmabte
field to select an output port, and the header modification circuits shifidReield up by one row.

5. Scenario 10.1.5n0pP control cell recycling fronoPp14, going tooPP11’s link

Figure 53 shows the cell that was recycledd®pr14 in Figure 51 as it passes through 14, goes t@pPr11, and from
there is sent on the link attachedter11 back to ther.

When the cell arrives at thep MREG it hascor=0, so the operation is performed there. Forae control
cell, this involves changing ttrevaL andLT fields of the cell only. Theorfield is still decremented, wrapping around
from O to the maximum possible valure,hexadecimal.

The only other significant difference between this and previous scenarios is tlt#rtees not recycle the
cell, but sends it out on the link. Tr@PP RFMTSees that the appropriatec bit is 0, so it reformats the control cell
contents into that shown in the right part of Figure 20 (the switatPtexternal control cell format). ThRHDR value
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is used to fill in thevpi, vci, PT, andcLP fields, although the congestion bit of thgfield may be set by theFRAMER
if the XMB is congested.

There is no corresponding scenario showing the cell passing through the switching fabric, because it would
be similar to the one in Figure 50. The actual numbers used would be different, but the procedure would be similar
becaus&c=010 on this pass, as it was in that scenario.

10.2 Setting Up, Modifying, and Removing Connections

Establish a point-to-point connection, then modify it to be multicast. Remove endpoints one at a time, demonstrating
the transitional time stamping feature.

TODO. Show theoPG=WRVPXT control cell that is sent by ther, and show it making its way through the
relevantPPs (switch fabric traversal scenario should not be duplicated unnecessarily; show one somewhere and refer-
ence it from everywhere else). Show a data cell with appropviet@ccessing the table entry, mention it passing
through the switch fabric, and show it passing througlotmo the link.

Then show the control cells that should be sent to add two endpoints to the connection, giving it three end-
points. Show a data cell entering, getting copied, recycling atommdut not the other, show the recycled copy ac-
cessing a new table entry, and show where the copies come out.

10.2.1 Setting up a point to point connection

In this section we will show a control cell that would be sent bydhéo set up a virtual path connection from work-
station 1 to workstation 2, where workstation 1 sends cells watt21 and workstation 2 expects cells to contain
42. Thevci of all cells will be preserved.

In addition, the particular connection in the demonstration will be a discrete stream connection that will use
the block discard mechanism provided in threPs. All cells sent by workstation 1 witkrpi 21 will be forced by the
switch to be low priority, by changing any cells wittp=0 tocLP=1 cells.

To do this, thecpwill send a control cell with an operation codewaRvPXT that will recycle intoiPp 1 and
perform thevxT write operation. Thenro field will be of the form shown in the top part of Figure 27. The exact con-
tents of thanFo field are shown in Figure 47.

16 16
- | see below 1
EADR 2,- | 1
VXI142,- : BDI1 16 1
VXI2 - | BDI2 - 1
24 | 8
v
16

Bl RC Dcyciz CBpiub2 SCVPTRCO

[1] o010 [1][o [of1][-[1]ofo] - |1

Figure 47:INFO Field Contents for control cell of Scenarial0.2.1

1. Scenario 10.2.1.1wrvPXT control cell coming from link teeP 5 andopPpP1, and recycling

2. Scenario 10.2.1.2wRvPXT control cell recycling fronoPp 1, going tooPP11’s link
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3. Scenario 10.2.1.3 - data cell coming from linkrtol, then taoPP2’s link

10.2.2 Adding endpoints to create a point to multipoint connection

Don't do this in the example, but mention that it is possible for the most lightly loaded port (the one that is chosen for
a new recycling point in the augmented multicast tree) could be the same port as its sibling in the tree. This is why the
switch needs to be able to send two copies of a cell to the same output port. Also mention the possibility that a down-
stream switch may not have the capability to do multicast, so it is desirable that this switch do the copying for it.

Demonstrate the use of theo field.
10.2.3 Removing endpoints from a point to multipoint connection, and transitional time
stamping

Note in the scenario that it would be desirable to haveta/fields, one for each copy to be made of a cell, instead of
only one.

Perhaps show some other examples of normal or special cases in how to remove an endpoint from a point to
multipoint connection.
10.2.4 Removing a point to point connection

This is very simple. Just pat=0 in the appropriate table entry.

10.2.5 Multipoint to Multipoint Connections

Demonstrate a multipoint to multipoint connection and the upstream discard feature. Show how Trunk Group Identi-
fier maintenance register field is more flexible than a Switch Port Number field, in that it allows more flexible network-
wide multipoint to multipoint connections to be established. Demonstrate how two upstream discard bits in the internal
cell format can be used to control echo independently for each source. Show that it is necessary to have upstream dis-
card in a multipoint to multipoint connection that spans several switches.

10.3 Monitoring Statistics and Error Conditions

Show how to monitor traffic statistics, and various ways that cells are discarded.

Show how thecp can effectively get “interrupt” cells from the switch (indicating error conditions) by occa-
sionally sending control cells with opco@erRoORS and copying them to alPP's or oPPs. Show how link enabling/
disabling functions can help tlo® in monitoring the network.

Parity error monitoring.

10.4 Switch Reset and Initialization

Show how reset of switch 1 done first, then mention hardware initialization of 1, and explain software initialization of
1, then reset and initialization of 2 after setting up a connection through switch 1.

What if switch 1 is reset while switch 2 is being initialized, or while making a modification to a connection
through switch 2 during normal operation? A modification of a multicast connection could get “half done” when
switch 1 resets. How serious can the consequences be? For software initialization, shomdaowvrite or read the
maintenance registers of @b's (or oPPs) at once by sending a copy to range control cell.
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Make sure that thep can detect a hardware initiated reset, even if it occurs whiletis turning off the
Hardware Reset maintenance register flags. To do so, it is probably best to turn them off one at a time, instead of all
at once with a&LRERR control cell.

Add documentation produced by Saied on this topic. He presented this on April 20, 1994. See also Jon’s short

note on April 13, 1994.

11 Known Problems and Possibly Surprising Features

This section lists features that either do not work as desired, or that work as specified but may exhibit unexpected be-
havior.

The initial value of theSoftwareLink Enablefield in all iPPchips is O after the switch is reset, indicating that
all data cells should be discarded at thiereceive framer. This value must be changed to 1 before any data cells will
pass from the link interface into the "core" of thechip.

After a switch has been reset, it is necessary to writevswoentries in order to set up a single virtual circuit
connection. To set up a virtual circuit withpl X andvcl y in a switch that has just been reset, one must send the fol-
lowing two control cells. (1) A control cell with opcodervPXT, aFIELD field containing the valug in the most sig-
nificant 8 bits, and amFo field with the top format of Figure 27. TherT bit should be 1, and all other bits are "don’t
care" values because if theT bit is 1 for a virtual path table entry, no other bit of that entry is used by the hardware.
(2) A control cell with opcodevRvCxT, aFIELD field containing the valugin the least significant 16 bits, and aFo
field with the top format of Figure 27. The bit should be 1p should be 1 (there is no reason to seD in normal
operation for any table entryWpTis a "don’t care" value, andco should be 0 if this connection is for data cells from
the link. After these writes succeed, it is only necessary to send a simylexT control cell to set up another virtual
circuit with the sameypi but a differentvcl, since data cells from both connections will access the virtual path entry
x first, see that thepPT bit is 1, and read the proper virtual circuit entry.

Control cells with an opcode &RRORSsthat read fields in theep or oPPmaintenance register and return to
the control processor will contain a strange mix of values innke field, if the FIELD field of the cell received by the
switch is 1 or 2 for thePp, or 12 or 13 for thedoPr. Any other values in theleLD field should cause theiFo field of
returningeRRORScontrol cells to be filled in as specified, i.e., by readfiedd 3 in aniPP chip, or field 14in anopPP
chip. It is recommended that &RrRORScontrol cells sent to the switch be sent withiaLD value of 0. This problem
exists in version 1 of thep and version 1 of thepr

The specification says that if the Hardware Link Enable is O for more internal cell times than the value stored
in the Software Carrier Loss Time field, then the Software Link Enable field will be changed to the value stored in the
Set Software Link Enable field. This does not workrr version 1. There is no workaround known, but this feature
was only intended to allow the control software to disable data processing on input ports when there was a physical
network topology change. See Section 8.2.1 for more details on the intended purpose of this feature.

Thelpp RFMTdoes not fill in the "bypass resequencesR) bit of control cells as indicated in the documen-
tation (data cells do have thar bit filled in correctly). Instead, it comes from some bit of the kast entry that was
read, either because of a previous data cell or a control cell that performadaperation. Extensive simulations of
therFMT lead me to believe that it is the least significant bivefl. John DeHart discovered this when he was reducing
the value of the Resequencer Offset maintenance register valueirahip, and then found that if it was set too low,
no cell could getin to set it higher again, because the control cellrith are thrown away by therp Rscfor being
too old when they arrive. If ther bit of control cells was filled in correctly, then it would be easy to send a control
cell with BR=1 to thatoprto set it back again. Therefore, note that setting the Resequencer Offsebeftmo low
makes thabrpeffectively unusuable until the switch is reset, except for data traffic mgthl. | think that it should
be possible to hack around this, by intentionally setting ugaentry in theiPp chip connected to therthat has the
proper bit position equal to 1, and then reading that entry before sending a control cell. This will only work reliably if
nothing besides theris sending data or control cells through tkratchip.
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Another easy way to make a port unusable, at least until the entire switch is reset, is to write the Time field.
Unless you are lucky, the value written will be such thatesk0 cells arriving to an OPP will be discarded in the
resequencer for being too old. Even if control cells could consistently be sensmeith(see previous paragraph), it
would be difficult to properly choose the time to write the Time field such that it was synchronized closely enough
with the other ports. The OPP version 1 has a TIME_SYNC input pin that allows Time to be synchronized with all
other ports every 64 cell times, but this feature was conceived after the IPP version 1 was fabricated, so it does not
have that feature, and the WUGS-20 main board does not take advantage of the OPP TIME_SYNC.

After the switch has been reset but before any cells go through, the synchronization patterns coming out of a
correctly functioningpPp chip will contain garbage values in the first of the 15 data words of a cell. This garbage value
can change from one power-up time of the switch to the next, but is not affected by resetting the switch. This is because
the garbage values come from particular bit positions of the cell store RAM, which are not initialized except by an
arriving cell. The output pin containing the busy/idle bit should always contain a 0 in the first word of the cell, as long
as no busy cells are passing through the switch. The 32 data bits leavimg thay have two pulses per cell time.

This is normal. As long as the cell clock taps of neighborrmandse chips have good relative values, this garbage
word should be ignored by the downstreaechips and not affect the ability of their skew compensation circuits to
lock on.

| have not yet tested this on the gigabit switch, but it appears frompHraaintenance register VHDL code
that every control cell processed by it (meargog=0 when the control cell arrives at the mreg

todo: Add info about the relative link and internal clock rates at whichrhandoprrplink interface hardware
will run, as well as the absolute maximum rates that they should be able to work at for worst and typical operating
conditions, at least according to backannotation.
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NFfrlr?e Base Special Values Full name delzsljcr:irp])?irc)n
BI 2 Busy/ldle
BRDCC Ztr(]aelrlnc;f Combination ngBfli,elﬁjg, D, CYC, and
CCD 10 Control CoDe Figure 30
CLP 2 Cell Loss Priority
CMDATA * denotes value from CP Connection Management DATA
COF 16 Control OFfset
Cs 2 Continuous Stream
CcycC 2 reCYCle
D 2 Data
DCC 2 (all of Combination _of D, CYC,and CS
them) fields
EADR 10 External ADdRess
FIELD FIELD number
IADR 2 * deg‘?‘i&’;‘gf&?{g'ed by Internal ADdRess
INFO R de”mi‘:‘) (‘a’f‘;‘t‘ignset by read INFOrmation
T denotes 32 bit value of
LT Time M.R. when control cell Local Time
operation was performed
OPC 10 OPeration Code Figure 22
PORT 10 PORT number of switch fabric
PT 2 Payload Type
RC 2 Routing Control
RHDR * * denotes value from CP Return HeaDeR
RVAL 16 Return VALue Figure 25
@ is least significant 11 bitg
TS of Time, appended with a 0

@@ is transitional time

stamp.

Figure 48: Key to Fields appearing in Operational Scenarios
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Field . Further
Base Special Values Full name .
Name description
ub 2 Upstream Discard
UUPC 2 (all of Combination of UD1, UD2, PT, ang
them) CLP fields
VCI 16 Virtual Circuit/channel Identifier
VPI 16 Virtual Path Identifier
VXI 16 Combination of VPI and VCI fields

Figure 48: Key to Fields appearing in Operational Scenarios
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Con ol Cell Processing
Description: NOP (Opcode 0) test cell (page 5)

5. Internal Control Cell to IPP

@ CELL STORE @ oPC[COF |pCC
1. External Control Cell from Link 2. New Control Cell 0o |2 0101
— - — P.C N
VPINCI=0/32 | PT=000 ] cCLP=0 | N — 000, RVAL 1 [FIELD
OPC 0 0 BRDCC]BRDCCJBRDCC3
COF 3 OPC 0 [COF 3 | — — 11,000, [1,010, | al
RVAL 1 RVAL 1 |FIELD - 0,10,1 |0,00,1 | O's
FIELD - BRDCC]BRDCCBRDCC EADR1 45,6,
Bl=1 |RC=010 [D=0]|cyc=10 [cs=1 ——14,010, 11,000, |1,010, EADR2 11,-
BI=1 |RC=000 |D=0|CYC=10 |CS=]] 0101 ]0,10,1 10,00,1 EADR3 0
Bl=1 |RC=010 |D=0]|cYyc=00 [cs=1 EADR1L 2,- RHDR *
EADRL 2- EADR2 4,56, LT -
EADR2 4,56, EADR3 11,- INFO -
EADR3 11- « [RHOR _* CMDATA *
RHDR  * R INFO - —
INFO - K CMDATA * A
CMDATA * . I ) 4 )
A PORT MREG
g RerM [{RCB
PORT 5 / ' <
i} ' S >
CCD =NEWCTL (14) : SE ' X 5
VXI/FIELD = -- . ' a T
' . m X
v R
[a]
5 3. Internal Control Cell to SE 4. Internal Control Cell from SE
o BIIRC [OPC| COF |DCC BIRC [opc| coF |bcc
1,010 |0 3 0101 —— 1,010 |0 3 ofo1 E—
* IADR|RVAL 1 [FIELD - IADR|RVAL 1 [FIELD -
-0
BRDCC]BRDCCJBRDCC3 " BRDCC]BRDCC]BRDCC3
010 | —1.000, 10 0 all —1,000, [1.010, | al
) 0,10,1 0,0 0's 0,10,1 [0,00,1 | O's
o | - |EADR1 4,56, EADRL 4,56,
= * |EADR2 11,- EADR2 11.-
EADR3 0 EADR3 0
RHDR * RHDR *
LT - LT -
INFO - INFO -
TS CMDATA * TS CMDATA *
@ J— @ —
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Description: Cell routing using RC=010. Cell arrives at port 5

and is destined to port 2. (page 2 of 5) 3 |nemnal cell Format 4. Internal Cell Format
1. Internal Cell Format 2. Internal Cell Format BIIRC BIIRC
BI/RC BI/RC 1,010 1,010
1,010 1,010 JADR IADR
IADR IADR 010
-0 -0
6210 010
TS TS
TS
1S o Route & Copy
Distribute
0 — 0
1 — 1 1 1
: Address
used for 2 — 2 2 2
routing. 3 3 3 3
|:| : Random bit 4 4 4 4
|:| : from IADR S 5 S 5
field 6 — 6 6 6
. _| DIS- DO- DIS- DO- DIS- DO-
C:Counter value of 7 7 7 7 7
the switch element ROUTE COPY ROUTE COPY ROUTE COPY
at the time the T T
routing decision 00 1
is made.
8 8
9 _ 9
10 10
11 ] 11
12 | 12
13 ] 13
14 ] 14
15 15

16
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CELL STORE
2. Recycled Control Cell

OPC
0

COF [DCC
1 0101

RVAL 1 [FIELD -

—1,000, (L

BRDCC]BRDCC]BRDCC3
010, all

0,10,1 |0,00,1 0's

EADR1 4,5,6,-

EADR2 11,-

EADR3 0

RHDR *

LT -

INFO -

CMDATA *

RFRM

_>

RCB

CCD = CYCCTL (13)

VXI/FIELD = --

®

1. Internal Control Cell from OPP

OPC| COF
0 2

RVAL 1 [FIELD -

BRDCC]B
—1,000, |1,
0,10,1 |0,0

BRDCC
all

B o8 CYCB

EADR1 4,5,6,-

EADR2 11,-

EADR3 0

RHDR *

MREG

LT -

INFO -

CMDATA *

PORT 2

Con ol Cell Processing
Description: NOP (Opcode 0) test cell (page 5)

®

5. Internal Control Cell to IPP

®

OPC
0

COF
0

DCC
0101

RVAL

1 [FIELD -

BRDCC
1,010,

0,00,1

BRDCC
all
0’s

BRDCC
all
0’'s

B

EADR1 11,-

EADR2 0

EADR3 0

RHDR *

LT

INFO -

CMDATA *

MREG

BDC/XMB

B

. SF .
v R
3. Internal Control Cell to SE 4. Internal Control Cell from SE
BI/RC |OPC| COF |DCC BI/RC |OPC| COF |DCC
1,000 (0 1 0101 - 1,000 |0 1 opo1l —
IADR|RVAL 1 [FIELD - IADR|RVAL 1 [FIELD -
100
101 BRDCC]BRDCCJ]BRDCC3 + BRDCC]BRDCC]BRDCC
110 | —1,010, | all all —1,010, | all all
0,00,1 0’'s 0's 0,00,1 0's 0's
EADR1 11,- EADR1 11,-
EADR2 0 EADR2 0
EADR3 0 EADR3 0
RHDR * RHDR *
LT - LT -
INFO - INFO -
TS CMDATA * TS CMDATA *
@ N @ J—

XFRM
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Cell Processing

Description: Cell routing using specific path routing (RC=000) (page 4 of 5)

1. Internal Cell Format

BI/RC
1,000

IADR

100
101
110

TS

~NOo A WNPRO

2. Internal Cell Format

Distribute

3. Internal Cell Format

BIIRC
1,000

IADR

101
110

TS

BI/RC
1,000

IADR
110

TS

Route & Copy

4. Internal Cell Format

~N o UM wNBR O

10
11
12
13
14
15

BI/RC
1,000

IADR

TS

€6
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Control Cell Processing

Description: NOP (Opcode 0) test cell (page 5 of 5)

CELL STORE
2. Recycled Control Cell
opc| coF [pcc
o |FF |o101] —
RVAL 0 |FIELD -
BRDCC]BRDCC]BRDCC3
—1,010, all all
0,00,1 | O 0's
EADR1 11 -
EADR2 0
EADR3 0
RHDR *
< [LT T
INFO -
K CMDATA * I
g PORT MREG |——— >
RFRM  |-E{rcBl->
' m
PORT 14 / ' S s
CCD =CYCCTL (13) SF ' X o 7
. ' o L .
VXI/FIELD = -- . : 2 x
© : : Con o
; ! @ 5. External Control Cell to LinK
- Internal Control Cell from OPP 3 3. Internal Control Cell to SE 4. Internal Control Cell from SE VPIVCI | PT= | CLP=
OPC| COF |DCC > BIIRC |OPC| COF [Dcc BIRC |OPC[ COF [DCC - M
0 0 0101 1010 |0 |[FF 0001 — 1,010 |0 FF 0po1 OPC 0
RVAL 1 [FIELD - * IADRRVAL 0 [FIELD - IADRRVAL 0 [FIELD - COF _FF
=il
BRDCC{BRDCCJBRDCC B BRDCC{BRDCC]BRDCC} o BRDCCJ{BRDCC{BRDCC} [RVAL 0
— 1010, | all all COF=0, so o11 | —1 all |all all — all all all FIELD -
0,00,1 [ Os 0's o perform 0's, 0's 0's 0's 0's 0's RHDR *
EADRL 11, W | operation. | EADRL 0 EADRL 0 T T
EADR2 0 Set RVAL
s EADR2 0 EADR2 0 INFO -
to SUCCESS
EADRS 0 (0) and LT EADR3 0 EADR3 0 CMDATA *
RHDR * to current RHDR * RHDR *
LT - time (T). LT T LT T
INFO - INFO - INFO -
CMDATA * < TS CMDATA * TS CMDATA *
— @ JE— @ JE—
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Description:

Control Cell Processing

5. Internal Control Cell to IPP

@ CELL STORE @ oPC| COF |DccC
1. External Control Cell from Link 2. New Control Cell [ 0101
— — _ P,.C -
VPINCI=0/32 | PT=000 ] cCLP=0 | N — 000, RVAL 1 [FIELD 21,
OPC  7(  WRVPXY 0 BRDCC]BRDCC{BRDCC3
COF 1 OPC 7 [COF1 | — —11,010, | all all
RVAL 1 RVAL 1 [FIELD 21.- 0,00,1 0's 0's
FIELD 21.- BRDCC{BRDCCPBRDCC EADR1 11,
Bl=1 |RC=010 [D=0|CYC=10 [cS=1 ——|1,010, |1,010, |0,000, EADR2 0
BI=1 |RC=010 |D=0|CYC=00 |CS=1] 010,1 10,00,1 ]0,00,0 EADR3 0
BI=0 |RC=000 [D=0|CYC=00 [CS=0 EADRL 1- RHDR *
EADRL 1,- EADR2 11 - LT -
EADR2 11- EADR3 0 INFO X
EADR3 0 < RHDR * CMDATA *
RHDR * R INFO X —
INFO X K CMDATA * A
CMDATA * . I v )
A . PORT MREG
e Wl pepiy PyircBl—
PORT 5 / ' <
= ; 2 ————
CCD =NEWCTL (14) ' SE ' X 5
VXI/FIELD = -- . ' a =
' . m 3
v @
m —
3 3. Internal Control Cell to SE 4. Internal Control Cell from SE
o BI/RC |OPC| COF |[DCC BI/IRC [opc| coF |bcc
1,010 |7 1 0101 —— 1,010 |7 1 ofo1 E—
* IADR[RVAL 1 [FIELD 21 - IADR[RVAL 1 [FIELD 21 -
-0
BRDCC|BRDCC]BRDCC3} o BRDCC]BRDCC]BRDCC3
001 | —1,010, | all all - [1,010, | all all
o 0,00,1 | 0Os 0's 0,00,1 | 0Os 0's
o | - |EADR1 11- EADR1 11,-
s " [EADR2 0 EADR2 0
EADR3 0 EADR3 0
RHDR * RHDR *
LT - LT -
INFO X INFO X
TS CMDATA * TS CMDATA *
@ — @ —

G6
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Description:

Control Cell Processing

CELL STORE
2. Recycled Control Cell

OPC
7

COF
FF

DCC
0101

RVAL

1 [FIELD 21

BRDCC
1,010,
0,00,1

BRDCC
all
0’'s

BRDCC3

all
0’s

EADR1 11-

EADR2 0

EADR3 0

RHDR *

LT

INFO

X

CMDATA *

RFRM

_>

RCB

CCD =7 (WRVPXT)
VXI/FIELD = 21,-

®

. Internal Control Cell from OPP

opc| cor [bcc

7 |o 0101 ——

RVAL 1 [FIELD 21 -
BRDCC]BRDCCJ{BRDCC

—1,010, all all
0,00,1 0's 0's

EADRL 11-

EADR2 0

EADR3 0

RHDR *

LT -

INFO X

CMDATA * <

| cvee

MREG

MREG [——®
ol k :
: = = —a>
. SF : I9) L .
. . ) < .
- : .
. : v /
! ' @ 5. External Control Cell to Link
v R
3. Internal Control Cell to SE 4. Internal Control Cell from SE VPIVCI | PT= | CLP=
BIIRC |opc| cOF [Dcec BI/IRC |OPC| COF |[DCC +* S
1,010 |7 FF o001 —— 1,010 |7 | FF  opo1 oPC 7
IADRRRVAL 0 [FIELD 21,- IADRRVAL 0 [FIELD 21,- COF FF
-1
BRDCCJ|BRDCC]BRDCC} " BRDCCJBRDCC]BRDCC3 [RVAL 0
o11 | — all all all — all all all FIELD 21,-
— 0’s, 0’s 0’s 0's 0’s 0's RHDR *
| EADR1 0 EADR1 0 T T
EADR2 0 EADR2 0 INFO VR
EADR3 0 EADR3 0 CMDATA *
RHDR * RHDR *
LT T T T
INFO VR INFO VR
TS CMDATA * TS CMDATA *
@ _ @ —
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Data Cell Processing

Description:

®

2. CELL STORE

STG=- |D=-]

PT,CLP
0CuU,0

VXI=21,15

Payload

From link

ek

RFRM

External Data Cell

VPI=21

VCI=15

CCD = NEWDATA (1)

PT=0CU

CLP=0

VXI =21,15

Payload

From
OPP

— »|MREG || cYCB

3. VXT Table
Bi RC  [D[CYC] C3
1 010 |I]o- |o
UDIUDZ SCVPTIRC
1]1-11 oo
ﬁ EADR 2,-
& [vXit 42
> [BDIL 16
VX2 -
BDIZ -
A

!>RCB—>

PORT 1

4. Internal Data Cell to SF

BI/RC | STG[DCC UUPC
1010 | G [10-0[-1-0CU1
IADR\XI1=42,15 | BDI1=16
=0 lx12=1-,15 BDI2=-
‘ 010
Payload
TS @

®

®

6. CELL STORE

5. Internal Data Cell from SF  [sTG=g[D=1] ——
SF | [BIRG [STG[DCT UUPC | wxi=  [fuSt?
1010 | G [100]-1-0cU1 Fayload™
IADR\VXI1=42,15 |BDI1=16 .
‘ . |vXI2=-15 [DI2=-
TS @ Payload .o
4

PORT,’ MREG 55—
FORT To IPP

BDC/XMB

To link

7. External Data Cell

VPI=42

XFRM

VCI=15

@

PT=0CU

CLP=1

Payload

L6
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Data Cell Processing

Description:

2. CELL STORE

VPI=

VCl=

3. VXT Table

BI RC D CYC| CS

UD1UD1 SC|VP RvCr

EADR

VXI1

BDI1

VXI2

BDI2

1

Bl RC ? CYC| CS

uDIfuDZ SC| VPTRC
111 1

EADR

VXI1

PT,CLP
0Cu,

STG=- |D=-]
-l wxi=

®

Payload

BDI1

VXI12

BDI2

From link

7—» RFRM
1. External Data Cell

P T Vol CCD = NEWDATA (1)

PT=0CU| CLP=1 VXI =
Payload

@

From
OPP

— »|MREG || cYCB

!>RCB—>

4. Internal Data Cell to SF

BI/RC | STG[DCC] UUPC
1,011 G 1 |- [L1,0CU1l
IADR|VXI1= BDI1=
‘ VXI2= BDI2=

Payload
TS @

~7

6A. CELL STORE

5A. Internal Data Cell from SF STG=G|p=1| Sl @
RV E .
BIURC | STG[DCC UUPC | OoCu,
1,010 G | 1 |-]|110cCy, Payloa
. ’
IADRX11= BDI1= .+ TA.Internal Data Cell to IPP
’ VXI2= BDI2=__.| @ STG=Gp=1] ——
’ . — PT,.CLP
Ts@ Payload ,* - | VXI= ocu,
e Payload
! - .
PORT MREG To PP
Slols To link
X x >
8] & 7A. External Data Cell
2 @ VPI= | VCI=
PT=0CU| cCLP=
Payload

6B. CELL STORE

5B. Internal Data Cell from SF [sTG=G[D=1] ——
SF | mimeTTSTOTOCT oorc| || wx= [oS0T
1,001 G 1 (- |1.0cu, Payload Y
IADR|VXI1= BDI1= v
‘ N Do 7B. térnal Data Cell to IPP
+ @ STG=Glp=1] ——
.- PT.CLP
TS@ Payload o - vxi= OCCU,
,‘ e ' Payload
PORT,’ MREG |——=pp— P
PORT To PP
m .
= s To link
X x
15) o 7B. External Data Cell
2 = VPI= | VCI=
pPT=0CU| cCLP=
Payload
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Data Cell Processing

Description:

From link

1. Internal Data Cell from OPP

2. CELL STORE

3. VXT Table

BI

RC D CYC| CS

UD1UD1 SC|VP RvCr

EADR

VXI1

VPI

BDI1

VXI2

BDI2

Bl
1

UD1UDZ SC| VP
111 1

RC ? CYC| CS

EADR

VCI

VXI1

STG=G[D=-|

- VXI=

PT,CLP
0Cu,

Payload

BDI1

VXI12

BDI2

RFRM

—|RCB

_>

CCD = CYCDATA (2)

VXI =

STG=G|D=1]

- | VXI=

PT.CLP

Payload

— »|MREG || cYCB

From
OPP

4. Internal Data Cell to SF

BI/RC | STG|DCC| UUPC
1,011 G 1 (- L1,0CU,1
IADR|VXI1= BDI1=

X12= BDI2=
Payload
TS @

SF

6A. CELL STORE

5A. Internal Data Cell from SF | S12=60=1| TP
B ERVE '
BI/RC | STG[DCC UUPC | OcCu,
1,010 G | 1 |-]110CU, Payloa
IADR| vXxI1= BDI1= 7A. Internal Data Cell to IPP|
VXI2= BDI2= STG=Glp=1] —
* ~ PT.CLP
Ts@ Payload - VXI= 0CU,
Payload
———55—P
PORT MREG To IPP
= < To link
X x -
8] & 7A. External Data Cell
2 VPI= [ vCI=
PT=0CU| CLP=
Payload

6B. CELL STORE

5B. Internal Data Cell from SF [sTG=G[p=1] ——
BIURC [ STG[DCC UuPC | |- | VXI= Pg&'—"
1,001 G 1 1,1,0CU, Payload
IADR| VXI1= BDI1=
VXI2= BDI2= 7B. Internal Data Cell to IPP|

+

TS @

Payload

STG=G|D=1]

PT,CLP

- | VXI= 0CU,

Payload

MREG

—>
To IPP

BDC/XMB

To link

XFRM

7B. External Data Cell
VPI= VCl=
PT=0CU CLP=
Payload

66

ABojouyoa] Buiyoums nqebio



yred BuipAaal ddo 01 jul| ddi Wwolj |[92 [0AuU0) 65 aInbi4

Control Cell Processing

Description:
5. Internal Control Cell to IPP
CELL STORE OPC| COF ([DccC
1. External Control Cell from Link 2. New Control Cell 0101
— — — P.C
VPINCI=0/32 | PT=000 ] cCLP=0 | N — 000, RVAL 1 [FIELD
oPc 0 BRDCC{BRDCC]BRDCC}
COF OPC [COF | — —1,010, | all all
RVAL 1 RVAL 1 |FIELD 0,00,1 | 0O's 0's
FIELD BRDCCJ{BRDCC?BRDCC EADR1 0
Bl=1 |RC=010 [D=0]|cyc=10 [cs=1 ——|4,010, 11,010, |0,000, EADR2 0
BI=1 |RC=010 |D=0|CYC=00 |CS=]] 0101 ]0,00,1 10,00,0 EADR3 0
BI=0 |RC=000 |D=0]|cYc=00 [CS=0 EADR1 RHDR *
EADR1 EADR2 0 LT
EADR2 0 EADR3 0 INFO
EADR3 0 RHDR * CMDATA *
RHDR  * INFO —
INFO CMDATA * I
CMDATA *
PORT MREG |——P»
—— P RFRM —|RCB|—»
PORT 0 / <
CCD =NEWCTL (14 = .
(14) SF S E
VXI/FIELD = a) o
m X
3 3. Internal Control Cell to SE 4. Internal Control Cell from SE
o BI/RC |OPC| COF |bcc BI/IRC |OPC| COF |DcC
1,010 0101 —— 1,010 ofL01 E—
* IADRRVAL 1 [FIELD IADR[RVAL 1 [FIELD
BRDCC]BRDCC]BRDCC} - BRDCC]BRDCC]BRDCC3
——1,010, | all all - [1,010, | all all
) 0,001 | 0s 0's 0,001 | 0Os 0's
o EADRL 0 EADRL 0
S EADR2 0 EADR2 0
EADR3 0 EADR3 0
RHDR * RHDR *
LT LT
INFO INFO
TS CMDATA * TS CMDATA *
@ S @ N
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Description:

Control Cell Processing

CELL STORE
2. Recycled Control Cell

opc| coF [pcc
0101 ——
RVAL 1 [FIELD
BRDCC]BRDCC]BRDCC3
—1,010, all all
0,00,1 | O 0's
EADR1 0
EADR2 0
EADR3 0
RHDR *
LT
INFO
CMDATA *

— P RFRM

CCDh=

VXI/FIELD =

. Internal Control Cell from OPP

opc| cor [bcc
0101 ——
RVAL 1 [FIELD
BRDCC]BRDCCJ{BRDCC
—1,010, all all
0,00,1 0's 0's
EADRL 0
EADR2 0
EADR3 0
RHDR *
LT
INFO
CMDATA *

MREG | CYCB

MREG [——®
m
= >
) z
] L
m 3
5. External Control Cell to Link
R
3. Internal Control Cell to SE 4. Internal Control Cell from SE VPIVCI | PT= | CLP=
BIIRC |opc| cOF [Dcec BI/IRC |OPC| COF |[DCC +* S
1,010 0001| —— 1,010 opo1 oPC
IADRRVAL 0 [FIELD IADR|RVAL 0 [FIELD COF FF
BRDCC{BRDCC{BRDCC} + BRDCC{BRDCC{BRDCC} |RVAL_ 0O
— all all all — all all all FIELD
O'S, 0's 0’s 0's 0’s 0's RHDR *
EADR1 0 EADR1 0 LT
EADR2 0 EADR2 0 INFO
EADR3 0 EADR3 0 CMDATA *
RHDR * RHDR *
LT LT
INFO INFO
TS CMDATA * TS CMDATA *
@ JE— @ —

10T
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Version history:

| Version 3.5 - August 27, 1998
Version 3.4 - July 6, 1998
Version 3.3 - October 14, 1997
Version 3.2 - January 2, 1997
Version 3.1 - January 30, 1996
Version 3.0 - January 9, 1995
Version 2.9 - August 3, 1994
Version 2.8 - July 21, 1994
Version 2.7 - July 12, 1994
Version 2.6 - June 22, 1994
Version 2.5 - May 18, 1994
Version 2.4 - March 23, 1994
Version 2.3 - February 18, 1994
Version 2.2 - February 9, 1994
Version 2.1 - February 4, 1994
Version 2.0 - February 2, 1994

Version 1.9 - January 11, 1994. Written by Zubin Dittia. Andy Fingerhut assumed responsibility of the document at

this time.
Future plans:

» Add reason to Section 6.1 why tlezcfield is ignored in our design. Is it because it is not well-defined in the
standard? Also specify how margi values will be supported, instead of saying only that “notvall values
will be supported”. Add reference to a standard document for definitier iéld given in that section. Explain
why the choices about which types of cells will be handled, and which will be discarded, were made.

» In Section 6.3, under discussion®xfGfield, make it clear that not only is it “desirable that the source of a par-
ticular cell does not receive a copy of that cell”, itnecessaryfor multipoint to multipoint connections to be

set up between terminals attached to different switches. If the upstream discard feature were not implemented,
cells could be sent back and forth between a pair of switches indefinitely, each time causing a copy of the cells

to be sent to all terminals in the connection. Also explain thauthdits are needed, because there may be a
few cases when we want a terminal in a multipoint to multipoint connection to receive a copy of what it is send-
ing.

» Add example of how Trunk Group Identifier maintenance register fields,saccandup1/up2 internal cell
fields can used to make more flexible multipoint to multipoint connections than could be constructed with

Switch Port Numbers. Add references to this example at appropriate places, like definition of Trunk Group Iden-

tifier, uD, andsTG fields.

» Addto the definition of the Parity field in Section 6.3 a forward reference to the complete discussion of the parity

generation and checking.

» Every circuit that has a state should specify its state after a reset. This is already done for the maintenance reg-

isters, but it should also be done explicitly for theT entries (DONE), the cell stores, all buffers in tire's
andopPPs, theBDC's, the parity error flags in the switch elements, and the grant generation circuitry in the switch
elements. Anything else?

» Explain that the reason there is no flow control back fromdhgs to the switch elements is not because of fear
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of deadlock, but because JST doesn't like the possibility of a hardware fault or design error resultilmpin an
being stuck in a state in which it never sends a grant back to the switch elements. Actually, this reason would
also apply to switch element chips in a multi-stage switching fabric (i.e., a fault in a switch element can cause
cells to back up as well). Another reason not to have flow control at the input side oPthe given by Einir
Valdimarsson’s simulation results on transient traffic patterns when sirgteare overloaded.

» Should a key be included for figures with lots of acronyms? Consider making a glossary of acronyms.

» Section 3.4 discusses the speed advantage needed to avoid blatlkinghere is no contention Section 4
“Prototype Switch Configuration” discusses the 4/3 speed advantage needed to overcome contentionsin a Bene
network (of any size in a fairly large range) with shared buffer switch elements. The architecture document
should make it clear that these can be considered separately, and give a reference to simulation results (if pub-
lished anywhere) for the 4/3 part. Has JST ever simulated or done analysis of the queueing loss speed advantage
needed in a Berse switch that performs multicast copying as well? He may have only done it for point-to-point
traffic. Check with him.

» Possibly expand Section 5. Label the links in Figure 13 with their bandwidths.

» The sentence “The motivating factor used to select this design for the switching element in preference to a single
crossbar is the reduced circuitry that results on the chip.” in Section 4 sounds wrong to someone who does not
know more about switch design. Clarify it. That paragraph should also give a forward reference to the place
where the switch element design is given in detail. Should a reference be given to a place where it is shown how
to construct large switching fabrics?

» Study what the effects of changing various maintenance registers “on the fly” would be. For example, what if
the discard threshold values are suddenly reduced below the current buffer occupancies?

» Tryto find a nice way to show the data flow in the switch elements. If this is done with a directed acylic graph,
with time going down, nodes representing major circuits, and edges representing data flowing from one circuit
to another, then we can label edges with the number of ticks required to get from one circuit to the next, and
label circuits with the time required to compute the outputs from their inputs.

» Add discussion of the physical link interfaces. Six of them will be 620 Mb/s, and 2 will be 2.4 Gb/s, but the exact
physical format of data on these lines is still to be decided. IrRttEAMER discussion, mention the need for
deskewing of two parallel G-link interfaces to implement a single 2.4 Gb/s link, and anything else that seems
appropriate. UPDATE: the cell format has been decided, and is described fully in Dave Richard’s link specifi-
cation document. See it for more details.

» Perhaps add some explanation of how multipoint to multipoint connections can be realized in Section 3. This is
a basic feature of the switch, and seems like it should at least be mentioned early in the document. Actually, they
are mentioned, but only briefly. Include a reference in Section 3 to a later example/discussion of this feature.

» Document how all pins are interconnected on the board of an 8 port switch. Mention how they would be inter-
connected for arbitrary size switches. Andy has done this, but it is not in this document. It is described in a sep-
arate text file on disk: /project/gbn_hw/switch/docs/arch_docs/detailed/board-interconnection

Future possible enhancements to switch that will neither be included in first silicon, nor mentioned in the body of this
document:

» Jon Turner noticed around the last week of 1995 that we could probably get bymr reloppcell stores with
storing only 14 32-bit words for each cell, instead of 15 32-bit words. Notice that there is an entire unused row
in the I/O and recycling data cell format of Figure 17, and there are two entirely unused rows in the internal con-
trol cell format of Figure 21. If the unused row in Figure 17 were deleted, and every row after that were shifted
up by one, then the bottom row in both cell formats could be eliminated. This would give about a 7% reduction
in the amount of memory needed in time® andopPPcell stores. Making this change would require changes to
the IPp reformatter, and to theeP RFRAMER It doesn’t seem worth the effort right now to make such design
changes, but it is good to record them for possible future chips.

» Add several read-only maintenance register fields that contain sizes of various buffers, and other things that are
useful for thecpto know that could change from one fabrication run of the chips to the next. In this wagg the
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need not keep a table that maps chip types and version numbers to the corresponding buffer sizes. RESULT: |
talked with Jon Turner about this, and he decided not to add these. | leave this note in here, because I still think
it is a good idea, and a future commercial implementation might consider adding them, or something similar.

« Similar to the previous note, it would be a good idea if the state ofirhechip option pinscp Enable,
WIDTH_LINK, D_SKEW_LINK, and perhaps QUIK_TEST were readable from software as maintenance reg-
ister fields, in addition to the current ability to read the TYPE_LINK pins.

» Mention that just as there is a pair of each of the following fields in the internal data cell forrmagpl, cyc,
uD; it would make sense to have a pairtaffields as well. This is because there could be times when we want
one branch of a multipoint connection tree to be transitionally time stamped, but not the other. This would re-
quire shuffling around the internal cell format a bit, and perhaps making it larger, to find room. It is not clear
now how badly the cell stream received by an endpoint in a dynamic multipoint connection would be disrupted
by lacking this feature. JST says not to include this in the document (it should document what we have actually
built).

» (Note: The following deficiency has actually been avoided in the first version aifhehip, by adding a main-
tenance register field to trwpprthat allows thecpto write or read specifiedi states. See the description of fields
in theopPmaintenance register for details. One difference from what is noted below is that there are two bits of
state per connection, rather than the one described below.) In a switch built to the current specification, it is pos-
sible for the state of a connection as stored by the block discard contedey o beDISCARD at the time that
the connection is torn down. As specified now, there is no way to reliably return the state lracdPteGATE
without performing a hardware reset of the entire switch. When asewvhb connection uses the same value for
its block discard indexgpt), its first frame will be completely discarded except possibly the last cell. To avoid
this, it would be better if thep could send a control cell that would cause the state of a selectedhlue to
return to the initial state. No such control cell is currently defined.

» My proposal to fix this is for thecp to send a control cell with opcoderRMR and a newly defined value
for FIELD that specifies that api entry in theBDC should be changed. Thero field of the control cell
contains an 8 bisDI, and a new state (1 bit) to store as the new state forabatWhen theoPp MREG
receives such a cell, it would assert a “wmi” signal to thesDc for one cell time, and send the 8 Bib!
value and 1 bit new value on 9 separate wires. Every cell timestkheexamines these signals, and if the
write signal is asserted, it will sample tBel and new state signals and perform the corresponding write
operation. This is easy to do because the normal processing of a cell can do at most one read and one write
of the memory, memory accesses are fast, we’'d only need to do one more write every cell time, and there
is plenty of time to do it.

» Jon Turner's proposal is to have a new opcode thabtrerFMTrecognizes, and when it sees such a cell,
it sends &DI value extracted from the cell in tliePcontrol path, and we add a new bit to the control path
that means “th@bpc should set the table entry for thé®1 value to the initial state, and then discard this
cell with no record kept of the discard”. The only disadvantage to this fronztiseperspective is that it
gets no verification that the operation is complete by a returning control cell. Actually, in the previous so-
lution, thecP receives a returning control cell, but that control cell does not verify that the operation was
successful in the same way w&MR operations on otheviReg fields, because no verifying read is per-
formed. Still, the returning control cell in that solution is some kind of confirmation that the write operation
is complete, and the control cell did not get lost before performing the operation.

» JST noted that we don’t really need two sepataieits in the cell. We could get by with only one, as long as
it is treated similar to theTGfield in the data cells. That s, itis filled in when the data cell arrives apafrom
the link (rather than being recycled), and its value is preserved from that point on. The difference is that it should
be filled in from thevxT entry, rather than from a configuration value in theeG, because we might want to
choose its value differently on a per connection basis, rather than per chip. Update: Version ®ptttip,
with reliable multicast features, will treat thu® field this way, and only have Up bit in thevxT entries. How-
ever, it will still be 2 bits in the internal data cell format, because he had an idea for a third code pointfor the
field in cells, to implement a simple feature where timevalue can be used to indicate a reliable multicTgiRT
cell that was recycled rather than upstream discarded.

» JST would like to record the following feature idea, so that it might be implemented in a fatuchip. The
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idea is that there should be two new configuration info bits intlRenaintenance register. One could be called
"Read Control Cells Enabled" and the other could be "Write Control Cells Enabled". If "Read Control Cells En-
abled" is 1, then control cells from the link interface with an opcode for reading would be propagated by the
RFRAMER, but if it is O, then such control cells are discarded. The other field operates similarly for control cells
with opcodes indicating a write operation should be performed. (Should this be for both maintenance register
fields and forvxT operations? Note that as specified in this paragraph, such control cells could operate anywhere
in the switch, not just in thepp chip whoseRFRAMER propagated the cell. Is that level of control too coarse-
grained?) The default value of these fields on reset would be taken from the option pin already described in this
document. However, note that in the new scheme, a control processor that had write access could give read or
write access to other input ports, by writing the desired field in the apprapratap.

« Andy Fingerhut noticed recently that in the internal control cell format, the third setraf,D,Ccyc, andcsbits,
and theeaDR3 field, are unnecessary. The fireb reformatter through which the control cell passes will over-
write theBl bit in the third set with 0, making the other fields mentioned unused. These bit positions could be
used for other purposes in a future sabppfandopPpchips, if desired.

It might be nice if a future set &k chips could accept copy to range cells withrRTL > PORT2, in which case
the entire switching network would send copies of the cell to output pamgl through the last one, and the
first output throughPoRT2. At first | thought that this would require only a small change ingbe control cir-
cuitry in thesechips, but then | realized that in a multiple stage switch, say 64 ports, sending to output ports 14
(base 8) through 11 (base 8) would look the same to a middle stage switch element as sending to output ports
11 through 14. Hmm. But in both cases, the middle st&mghould send one copy to output port 1, so that ex-
ample seems to work correctly as long as the last stagdips send to outputs 4 wrapping around back to 1
correctly. Maybe it is only a simple change in tBec control circuit. I'll have to think about it more. It might
not be a terribly useful feature to have, anyway, but it would maksttudips useful for certain other kinds of
multicast connection schemes implemented by a different set of port processor chips. There might be other rea-
sons discovered to have such a feature.

» There is a change to ther reformatter specification that would be nice to implement in a future version of the
IPP chip. | believe that the first implementation of the reformatter initiates transitional time stamping whenever
it receives a recycled control cell witttb equal towRVPXTTR OFf WRVCXTTR, evenif the vxTc determined that
thevpri or vcl were out of range and sent a return valreAL) of BAD_FIELD to the reformatter for insertion in
the control cell. It would be better if the reformatter only initiated transitional time stamping if this return value
weresuCCESS

Changes from version 3.4 to version 3.5, by Andy:

» Touched up a couple of things as a result of the gigabit kits course. The description in Section 6.4 of how to fill
in the FIELD field for maintenance register read/write operations was worded in a confusing way, and is now
hopefully clarified. Several figures in the scenarios section were cleaned up for presentation in the course.

Changes from version 3.3 to version 3.4, by Andy:

» | don't recall right now, but both versions are still on line, so we could do a "Compare Documents" in
FrameMaker if we wanted to.

Changes from version 3.2 to version 3.3, by Andy:

» Changed most references of Trunk Group Identifier and Source Trunk Gsoapfields to 12 bits rather than
the previous 16 bits, due to the desire to havena _INFO field in the internal data cell format that could pass
information from a future version of thep chip out to the outgoing link interface, such as whether the cell is
part of a virtual path or virtual circuit, for a future planned adapter card that could do per-VC queueing. We con-
sidered the possibility of using the undefined bits to the left of4be field, but unfortunately the first version
of thesechips mangle that field for some copy to range cells, and also expect the bits in the first two rows when
arriving at these chip to be 0. All references to the Trunk Group Identifier field in thiechip were left at 16
bits, since that is what is implemented in the first version ofifirechips (the idea to steal some bits from the
sTGfield was after theep had been fabricated).

» Changed size of cell store to 256, resequencer to 80, transmit buffer to 166prpdinter size to 8 bits, all to
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reflect what will fit comfortably in a large die chip with ES2’s ECLPO7 process, because they won't let us use
the smaller ECATO5 process.

Changes from version 3.1 to version 3.2, by Andy:

Changed the VPI/VCI used to indicate a control cell to the switch from FF/FFFF hex to 0/32 decimal, every-
where in the document. It was changed because we believe that some ATM host interface cards are incapable
of sending out cells with arbitrary VPI and VCI values. In particular, some appear to be capable only of sending
cells with VPI=0. We chose this VPI, and a VCI that is nearly as small as possible, but still large enough for the
ATM standards to indicate that it is a user data cell, rather than a special signaling cell.

Changed the spec for tleePreformatter and resequencer so that the resequencer is responsible for discarding
cells it receives while full, rather than sending a full signal back to the reformatter. The resequencer was already
responsible for discarding cells because they were too old on arrival, so it already had the discard cell signal
interface with the cell store anyway. It simplifies the interface between the reformatter and resequencer to do
the discarding in the resequencer, because it has all the information necessary to determine whether this should
be done, and if the reformatter did it, we'd have to worry about the timing of when the full signal could be as-
serted after the last cell was sent. Things are simpler with the new spec.

Added a description of what the resequencer should do when it receives a cell véth(thgass resequencer)
bit equal to 1. Added a few extra comments on computing the agesrh@rthat hopefully clarify things.

Added a note that forc=111 cells (copy to a rang®oRTL must be less than or equabPtor12.

Corrected the description of the interface fromdi®eto theippchip in theoPPmaintenance register description.
These changes are due to more careful thinking abouptekew compensation circuit on the recycling path
while implementing it.

Updated the description of ttepc to describe the early packet discard with hystereso)) scheme, rather
than whatever scheme was there in the previous version (I think it was the frame tail discard with hysteresis).
Severaloppmaintenance register fields were changed as a result.

AddedscHandDir fields to the recycling data cell format and the internal data cell formatpartd the recy-

cling data cell format. These fields will be used and/or propagated bgrhehip, but the first version of the

IPP chip will ignore them when it receives them in the recycling data cell format, and they will be undefined in
the internal data cell format cells that it sends out. These fields will be used by a planned future version of the
IPP chip that implements features for reliable multicast connectionsopPhehip actually requires a new main-
tenance register field (called Reliable Multicast) to configure whether it should work with a versieigHip,

or a future versiorPp chip. The value of this field only affects the operation ofdtbie RFMT.

The previous change required a small functional change tgrReMER. It only affects how it fills in thecFc
field of outgoing cells.

Changes from version 3.0 to version 3.1, by Andy:

Modified Figure 24 so that bits were numbered from 31 down to 0, instead of 1 up to 32, just so that it is more
consistent with the usual numbering of bits used in computer architecture. The text describing the bit positions,
and giving examples of how to fill in tleaDR field, were also updated appropriately.

Updated Figure 16, to reflect the recent decisions to keep most kinds of ATM signaling cells, and discard only
a few kinds that would require more changes tarheesign to handle elegantly.

Changed all occurrences of the namge _ROUTE (except the one in this sentence)HlaNCTION_CONFIG_SE, to
match the code that tts& chip designers have been using.

Addedsi bit to both the data (Figure 17) and control cell (Figure 21) recycling formats, because it is needed by
the deskewing circuit in theep that receives the recycling cells. It is shaded in both figures, to indicate that it
only needs to be defined for recycling cells.

Added a description of theuik_TEST input signal to thepp chip. It affects the default values of a couple of
maintenance register fields, and the behavior ofttiec during hardware initialization. Therpchip will likely
have similar input signals, but they have not been defined yet.
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Added a bit called “bypass resequencesR) to the internal data cell (Figure 18) and control cell (Figure 21)
formats, thecpto switch external control cell format (Figure 20), and thxa entries (Figure 27). This bit was
suggested by Jon Turner. The previous normal behavior occurs when this bit is 0. For those cells in which this
bit is 1, the cell is given an age equal to the age threshold of the resequencer, so that if there are no other cells
with the same age, the cell leaves the resequencer in one cell time. This feature is intended as an answer to those
who want the absolute minimum delay through the switch possible.

However, this implies that either the endpoints must not require the cells to arrive in order, or the cells must
arrive at the resequencer in order. Jon thought that this could be ensured by routing consecutive cells within
a virtual circuit along a specific path through the switching fabric. If the individual switch elements never
reordered cells within a virtual circuit, this would be true. However, the switch element chips can reorder two
cells within a virtual circuit if they arrive at the switch element within 8 cell times of each other, because the
switch elements do not use the least significant 3 bits of the cell’'s age when determining which one leaves
the switch element first. Doing so would increase the time required to resolve contention too much.

Even if this were done, cells within a virtual circuit could still be misordered by a single switch element. This
could happen if either the switch element did not receive a grant on the desired output for a long time, or it
had a lot of contention for that particular output. In such a case, two cells in the same virtual circuit could both
reach the maximum age, and could then be sent out in the wrong order.

Even with all the caveats above, as long as the switch doesn’t get too much contention, and as long as the
cells within a virtual circuit using this feature arrived at the switch elements at least 8 cell times after the pre-
vious cell did, then FIFO ordering is guaranteed.

Changes from version 2.9 to version 3.0, by Andy:

Changed the section on the block discard controller so that it describes the new method called frame tail discard
with hysteresis. This also implied the removal of #mec Discard Hold Duration field in therpPmaintenance
register, and the adding of tkeB csO Low Hysteresis Threshold field.

Added Section 9.7, which describes the need for, and the high level operation of, the deskewing circuits.

Added Section 9.8, which describes the behavior of all blocks in all chips during hardware reset and initializa-
toin, at least at a high level. We should also make a small document that describes to all VHDL code writers
how to achieve the desired behavior.

Moved thecc value from the top row to the bottom row of 4 in the lower half of Figure 27. Peter Chung request-
ed this change to ease implementation ofitkec, and it seemed harmless enough. (Be certain that John DeHart
and Dakang Wu are notified of this, and all other changes to the maintenance register fields made this time.)

Added the decisions of whether to discard or propagate each kind of cell in Figure 16. This is redundant with
the text given later, but it is a lot easier to understand when this information is placed in the table.

TODO. Add a list of the other documents that are most important to this project, i.e., the three chip design doc-
uments, and the link interface spec. Besides adding these to the references, also include an explicit list near the
beginning, explaining what each one is.

Clarified Figure 46, in particular the entry fac=011,00_copPY=0, andFUNCTION_CONFIG_SE equal to one of
0, 1, or 2. It was not clear in the previous version that there were really three possible cases.

Changed the handling of point-to-point signalling cells from discard to propagate in Figure 16. This change was
made after talking with John DeHart and Zubin Dittia, and realizing that the hosts could not send signalling mes-
sages to the control processor if the switch discards these cells. I've informed Randy of the change, since this
effects the implementation of the receive framer inrhe

Changes from version 2.8 to version 2.9, by Andy:

| went over the whole document with a fine-toothed comb, looking for inconsistencies. It should be quite “clean”
and up to date now. I'm not willing to call it “final” until I've reviewed each section with the designers.

Added the recycling cells onh\r€O) field to thevxT entries in Section 7.1, and updated the description of the
VXTC in Section 8.2.8 to explain a new condition in which new data cells should be discarded.
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Changes from version 2.7 to version 2.8, by Andy:

Completed Section 8.2.1 describing the link enabling/disabling circuitry.

Updated the new section calledt Control Circuitry (Section 8.2.8), which is an edited combination of the old
RCBI andrRCBO sections.

Made some changes to other block descriptions in Section 8.2 and Section 8.3, mostly minor, but hardware de-
signers should scan the description of their block(s) for changes (as always).

Changes from version 2.6 to version 2.7, by Andy:

Changed internal control cell format by switchiogandriELD fields, and movingRvAL. This was done to sim-
plify the hardware implementation of the maintenance registers. Corresponding changes were made in the ex-
ternal control cell formats.

Changed some subfields and their organization within the Configuration Information field oPtreainte-
nance register. The most significant changes»awe: Discard Threshold increased from 1 to 2 bytegs Dis-
card Hold Duration removed and replaced witit Discard Hold Duration; addedus csO Buffer Size.

Added description of timer discard mechanism ingbe, and how thexm will be logically split into thecs=1
andcs=0 buffers, where the dividing line between the two is controlled by a maintenance register field (the im-
plementation details are saved for another document).

Changes from version 2.5 to version 2.6, by Andy:

The maintenance register fields have been completely updated. There are many new fields, a few fields that were
removed, and the ones that exist now have been grouped for efficient accessrby the

Removedcyce from oppin Figure 33. Also removed the dat) (bit, which is no longer needed in tlieepcon-
trol path (I think). Please correct me if it is needed.

Added explanation of the function of the switch element chips. | didn’'t explain any of the implementation in
detail, as | don’t know what Tom’s current implementation ideas are.

Changed upstream discatgb| bit to two bits,ubl andup2. This allows one to set up multipoint to multipoint
connections where the echo for each source can be independently controlled. Also split thetedibltl into
cycl andcyc2. This is only a name change, not a change in the bits that are in the cell.

Changed the description of the&T entries. The format that thep should use for thevro field of control cells
for reading and writing table entries is given.

Changes from version 2.4 to version 2.5, by Andy:

Changed the name of ther field used everywhere to eith@DR (for Internal ADRress) oeADR (for External
ADRYress). This is to distinguish the from the 30-bibr field used in the four control columns of the internal
data and control cell formats from the 32#iDR field used in control cells.

Moved the recycling buffer from therpto theiPp, and changed the description of the transmit circuit indbe
accordingly.

TheipPwas reorganized a lot. See Section 8.2.

Changed theD bit to ubl, ubp2, one bit for each copy of a copy-by-two cell. This allows us to choose which
ports can receive an echo of what they send in a multipoint to multipoint connection, individually. With only a
single bit, there are kludges to achieve this, but in general, you can only choose whether all ports receive an echo,
or all ports do not receive an echo.

Changes from version 2.3 to version 2.4, by Andy:

Added lots of details on how transitional time stamping is initiated and performed, and on how the age of cells
is computed in the resequencers.

Changes from version 2.2 to version 2.3, by Andy:

Lots of questions that were embedded in previous version of Section 8.2 were answered, and the corresponding
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changes made in the text.

Removed payload typef) field from the control path of theep, since we couldn’t think of any reason that it
was needed there. Only possible reason would be to make®tRemMTs job a little bit easier.

Changed external control cell format (Figure 20) so that now there is one format for control cells sent from the
cpto the switch, and a slightly different format for control cells sent in reply from the switch tafh€here

are some fields that are only needed in one direction, and removing them allowed us to word-align some of the
fields. This should make the reformatter’s jobs easier, in botirrtadorr

Changed control cellqC) bit in control path ofoppto data ) bit, since that is now part of the internal cell for-
mat.

Changed/xT table entry format (Figure 27) so that the order of bits is closer to that placed in the internal data
cell format (Figure 18). Made similar changes in the internal and external control cell formats.

Changed all mentions of cell typeX) to either busy/idlegl), data ©), or both. NowcT is only mentioned in
this section.

Cell stores need not store the four control columns of the internal cell formats, only the 32 data columns. This
saves about 10% of the memory that the cell stores would otherwise need. Changed several 36%s anthe
oppphysical organization figures to 32’s, to reflect this change.

Draft of Section 8.3 on therpwritten. Please check it for errors and questions you know how to answer.

Changes from version 2.1 to version 2.2, by Andy:

IPP physical organization, Figure 29, changed back to the previous version, after | figured out my changes wer-
en't necessary. Sorry for any confusion caused. The descriptions of the wriciusuits have been updated.

Changes from version 2.0 to version 2.1, by Andy:

IPP physical organization, Figure 29, changed to add some fields to the control path. These are proposed, not
checked with Jon yet. | think they may be needed, becausedhéeld is not enough for thecsi, RcBo, and

IPP RFMTtO distinguish all cell types that they need to distinguish. With the recent changes in the internal control
cell format (i.e., removing therd'sTG field), this may no longer be necessary. | will check.

oppphysical organization, Figure 33, changed slightly from Jon’s slides. Addéld (O for data cell, 1 for
control cell), needed byREG andcycs to recognize control cells, andfield (from thepT field of the ATM
standard header), needed by the block discard contmiie} {o recognize the last cell of aaL5 frame.

Many of the figures are imported EPSI (Encapsulated PostScript with device Independent bitmap preview im-
age) files, imported by reference. They are located in the figures subdirectory. They look “grainy” on the screen,
and they take a little longer to appear when you view the document on line, but they print out just fine. | am
looking for a way to make them look better on the screen.

Updated table in Figure 11 so that its entries were accurate for a switch constructed of 8x8 switch elements. The
previous version was accurate for 16x16 switch elements.

Updated internal data cell format in Figure 18 and the internal control cell format in Figure 21 as discussed in
meeting on Wednesday, February 2. The format of the 4 control columns on the left is new, and the format of
the first row is different. New field busy/idle() is O for idle cells and 1 for a busy cell (either control or data).
New field “data” ) is O for control cells and 1 for data cells. It should probably always be 0 for idle cells, along
with almost every other bit in the internal cell format.

Updated cell typed) field value meaning slightly. Previously the meaning was 00 for idle, 01 for data, and 10
for control. Now data cells are 11. Why? Because thercthiéeld is just the concatenation of tiee bit and the
D bit defined above.

All numbered fields (i.e.£ADRO, EADRL, EADR2, BDIO, BDI1, etc.) have been renumbered to start with 1 instead
of 0, to make the field names more like those usedinstandards documents.

Clarified meaning ofCLRERR operation code for control cells in Figure 22. Jon intended such control cells to
clear error codes in all chips, port processors and switch elements. To clear individual error flags, we need to
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add some kind of way for write maintenance registeriIR) operations to do it (see next bullet). Updated the
behavioral description of the receive frameFRAMER) in Section 8.2 to include handling i RERR control
cells.

Proposed a suggestion for clearing individual error flags, which is to change the meaning of the write mainte-
nance registenfRMR) control cell operation code when performed on fields containing error bits. See the de-
scription of the Error Flags field in Section 7.2.1 for a detailed explanation.

Added Hardware Reset maintenance register field totrelts exact use is still undefined, as is the Hardware
Reset field in therr.

Added subfield Too-late-discard-counter to Statistics-B fieldrs thanks to Margaret noticing that | had mis-
takenly removed it.

Changed thesrcfield name tosTG, for Source Trunk Group. Replaced maintenance register field Switch Port
Number of bothpp andoppwith Trunk Group Identifier.

Changes from version 1.9 to version 2.0, by Andy:

Added Section 8.2 and started outline of Section 8.3 giving detailed behavioral descriptions of the major circuits
in the port processors. There are lots of questions remaining to be answered that appear in the text.

Added the new headingPP Access” to maintenance register field descriptions in Section 7.2.1 and
Section 7.2.2. Changed “Access” headingae Access”, to distinguish it fromep Access. This information in
this heading should help the hardware designers.

Added a maintenance register field Trunk Group Identifier for petAndorr

Removed the subfield Too-late-discard-counter from the Statistics-B field irihdecause | didn’t know that
the resequencer ever discarded cells. This was added back in to version 2.1.

Added the subfieldycs-discard-counter to the Statistics-B field in ther
Changed default value of Resequencer Offset maintenance register field from 112 to 60, by Jon’s request.

Changed names of maintenance register fields cs=0 Discard Hold Timer anatmMB cs=0, cLP=1 Discard
Hold Timer to use the word Duration instead of Timer. It sounded better to me.

Minor editing of spelling and grammar. Figured out a kludge to get the diacritical mark over the s in Benes.
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