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Introduction. Bandwidth usage in the Internet is doubling every six to twelve months [1] and data network
capacities are now exceeding voice network capacities. The emergence of WDM technology is unlocking more
bandwidth, leading to lower costs further fueling demand. While ATM switchesand IP routers can switch data using
the individual channels withina WDM link, this approach implies that tens or hundreds of switch interfaces must be
used to terminate a single link. Moreover, there can be a significant loss of statistical multiplexing efficiency when
WDM channels are used simply as a collection of independent links, rather than as a shared resource. The growing
mismatch between optical and electronic technologies is creating an opportunity for more extensive use of optical
components within switching systems.

WDM burst switching is an attempt at a new synthesis of optical and e ectronic technologies, which seeks to
exploit the tremendous bandwidth of optical technology, while using e ectronics for management and control. It uses
sophisticated routing and resource management mechanisms to enabl e efficient usage of the optical bandwidth, while
providingtheflexibility needed for direct support of standard data communication protocols, likelP. This paper briefly
summarizes the operationa principlesof WDM burst switching networks, explainsthe key performance and cost i ssues
that must be addressed by burst switching systems, and describes a gorithmsfor efficient assignment of data burststo
channels on WDM links.

Operational Principles. Burst switching systems assign user data bursts to channelsin WDM links on-the-fly in
order to provide efficient statistical multiplexing of high rate data channels. Thetransmission linksin a burst network
carry multiple WDM channels, which can be dynamically assigned to user data bursts. One channel is reserved for
control information. The information in the control channel is interpreted by the control portion of the switching
systems, whilethe data channels are switched through transparently with no examination or interpretation of the data.
This separation of control and data simplifies the data path implementation, facilitating optical implementation.

When an end system has aburst of datato send, anidle channel on the access link is selected, and thedata burst is
sent on that idle channel. Shortly before the burst transmission begins, aBurst Header Cell (BHC) issent onthe control
channel, specifying the channel on which theburst isbeing transmitted and the destination of theburst. A burst switch,
on receiving the BHC, selects an outgoing link leading toward the desired destination with an idle channel available,
and then establishes a path between the specified channel on the access link and the channel selected to carry the burst.
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Figure 1. Operation of aBurst Switch
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Figure 2: Statistical Multiplexing Performance of Burst Switching

It also forwardsthe BHC on the control channel of the selected link, after modifying the cell to specify the channe on
which the burst is being forwarded. This processis repeated at every switch aong the path to the destination. The
BHC includes an Offset Field, specifying the time between the transmission of thefirst bit of the BHC and the first bit
of the burst, plus a Length Field specifying the amount of datain the burst. These are used to schedul e the setup and
release of paths through the switch and the outgoing channels. As bursts and BHCs propagate, the offset is updated
to reflect any differences in the data and control path delays. The operation of a small burst switch isillustrated in
Figure 1.

Performance and Cost Considerations. One of the key performance concerns for a burst switching network is
the statistical multiplexing performance. We need to know how to engineer a burst-switched network so that it can
be operated at reasonably high levels of utilization, with acceptably small probability that a burst is discarded due to
lack of an available channel or storage location. Figure 2 shows the results of a first-order analysis of the statistical
multiplexing performance of a link in a burst-switched network. The chart shows burst discard probability for links
with 4, 32 and 256 channels, with severa different choices for the number of burst storage locations. Note that when
the number of channelsis large, reasonably good statistical multiplexing performance can be obtained with no burst
storageat all. With 32 channels, 8 burst storesis sufficient to handle bursty datatraffic at a50% load level (an average
of 16 of the 32 channels are busy), with discard probabilities of less than one in a million. With 256 channels and
128 burst stores, loading levels of over 90% are possible with low loss rates. Note that the statistical multiplexing
characteristics of burst switching systems are nicely matched to the technology trendsfor WDM links. Asthe number
of channels per link increases, the statistical multiplexing efficiency rises, and the need for storage drops.

Large capacity burst switching systems can be constructed using multistage i nterconnecti on networks composed of
moderate-sized Burst Switch Elements (BSE), as described in[3]. That system architecture uses a 2k — 1 stage Benes
network constructed from BSEswith d inputsand outputs. The system supportsn = d* external links, with i channels
per link. The BSEsinclude optical crosshars, wavel ength selectors (a sel ector can propagate a specified one of A input
wavelengths, while rgecting the rest) and wavel ength converters (a converter uses an optical input signal of arbitrary
wavelength to modulate a fixed wavelength optica carrier, to produce an output at the carrier wavelength). The
crossbars and wavel ength sel ectors must be capable of switching times of 10 nsor lessto provide efficient handling of
short data bursts. The architecture requiresnh(2k — 1)d optical crosspointsplusnh(2k — 1) wavelength selectorsand
wavelength convertersor (2k — 1)d optical crosspointsand (2k — 1) wavelength selectors and converters, per externa
channel. So, for d = 8 and £ = 3 (implying n = 512) we require 40 optical crosspoints per external channel and 5
wavelength selectors and converters. Substantia progress is needed in optical component technol ogy to make such
systems cost-effective relative to electronic counterparts. A large electronic router can be constructed at a parts cost
of less than $1,000 per Gb/s of throughput. For the example burst switch configuration cited above to be competitive,
the combined cost of 40 optical crosspointsand 5 wavelength selectors and converters must drop well below $10,000
(assuming 10 Gb/s per WDM channél).

Link Scheduling. In order for burst switching systems to be effective in modern data networks, they must be
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Figure 3: Horizon Channel Scheduling

capable of efficient operation, even in the presence of traffic mixes that include alarge percentage of fairly short data
bursts (1-10 KB). This means that the control subsystem must be capable of high burst processing rates, and that
it cannot simply reserve a channel for a burst when the Burst Header Cell (BHC) arrives, since the time between
the arrival of the BHC and the burst itself may be as long or longer than the burst duration. Lookahead Resource
Management avoidsthe inefficiency of early reservation, by maintaining a schedul e of future channel usage for alink,
and assigning burststo channel s based on the projected usage.

One simpletechniquefor channel assignment is horizon scheduling. In horizon scheduling, the controller for alink
maintains a time horizon for each of the channels of an outgoing link. The horizon is defined as the earliest time after
which there is no planned use of the channel. The horizon scheduler assigns arriving bursts to the channel with the
latest horizon that is earlier than the arrival time of the burst, if thereis such a channel. If thereis no such channdl, the
burst is assigned to the channel with the smallest horizon and is diverted to the burst storage area where it is delayed
until the assigned channel is available. Horizon scheduling is straightforward to implement in hardware, but because
it does not keep track of time periods before a channel’s horizon when the channel is unused, it cannot insert bursts
into these open spaces. The horizon scheduler can provide good performance if the time between the arrival of aBHC
and the subsequent arrival of aburst issubject to only small variations. However if the variationsare aslarge or larger
than the time duration of the bursts, the performance of horizon scheduling can deteriorate significantly.

We can improve the performance of horizon scheduling by processing bursts out-or-order. Rather than process
bursts as soon as their BHCs arrive, one can delay processing, and then process the bursts in the order of expected
burst rrival, rather than the order in which the burst header cells arrived. As the burst header cells arrive, they are
inserted into a resequencing buffer, in the order in which the bursts are to arrive. A horizon scheduler then processes
requests from the resequencing buffer. The processing of arequest isdelayed until shortly beforethe burst isto arrive,
reducing the probability that we later receive a burst header cell for a burst that will arrive before any of the bursts
that have aready been scheduled. If the lead time for processing bursts is smaller than the burst durations, optimal
performance can be obtai ned.
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Abstract

WDM burst switching combines optical data paths and electronic control to enable very high capacity routing
switches. This paper shows how expected advances in optica component technology and electronics can lead to
petabit capacity routers.



