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Abstract— In this paper, we consider the problem of resource reserva-
tion for networks. Current approaches for resource reservation in In-
tegrated Service Networks adopt an all-or-nothing approach, where par-
tially acquired resources must be released if resources are not available
at all routers on the chosen path. Furthermore, under high load, end-
systems must retry requests repeatedly leading to inefficient allocation and
increased traffic. We propose a new approach called Deferred REServation
(DRES) that substantially improves performance (reduces the overall flow
rejection probability and increases link utilization) over the all-or-nothing
reservation approach. Flow admissibility is increased by deferring requests
at routers for a limited period of time until resources are available. Ana-
lytical and simulation results confirm the performance benefits of our ap-
proach.

I. INTRODUCTION

Continuous streaming media applications such as video-
conferencing, video-on-demand and IP telephony are becoming
increasingly popular in the internet. Packet loss, delay variations
and bandwidth scarcity make the current internet unsuitable for
reliable, guaranteed delivery of multimedia services. Real-time
applications require resources to be available in advance and
must be shielded from transient performance degradation. The
traditional best effort Internet thus must be modified to support
QoS. A key mechanism to provide guaranteed services is re-
source reservation. A reservation protocol (e.g.: RSVP [2]) is
essential for negotiating resources and for providing QoS guar-
antees.

When using per-flow based resource reservation for QoS, tra-
ditional per-flow resource reservation schemes use a static, all-
or-nothing approach to reserve resources for flows. For exam-
ple, RSVP or ATM UNI [10] based signalling mechanisms ei-
ther obtain resources at all routers in a route, or tear down the
connection even if a single router does not have sufficient re-
sources at the time the request is processed. Even if resources
become available immediately afterward, the reservation is not
admitted and the user (or the end system) is not informed of that
fact. Not even information about the potential future availability
is returned to the user, to give an estimate on when to retry the
request. Under heavy load, this can lead to the end-user retry-
ing requests repeatedly, requiring the network to propagate and
process signalling messages, increasing the network processing
overhead. Moreover, signalling messages are typically assigned
higher priorities, which could potentially disrupt other services.

In this paper, we study an alternative approach to resource
allocation called Deferred REServation (DRES), which enables
routers to defer rejection of reservation requests when there
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are insufficient end-to-end resources. This approach has a real
world parallel in the “call-waiting” feature of telephone net-
works that allows a new call to be “held” until an existing call
terminates. The defer period is intelligently computed by the
routers so as to increase the probability of a successful reser-
vation, taking advantage of the available knowledge of the net-
work state. We show by simulation that deferring reservations
can yield significant performance gains over the all-or-nothing
approach, offering improvements in link utilization, and flow
admission probability, especially under network overload.

The rest of this paper is organized as follows. Section II mo-
tivates DRES, and describes the network model and the basic
DRES approach. Section III presents an analytical model for
DRES that quantifies performance for a single link scenario. We
extend this model for bursty request arrivals and present simula-
tion results in Section III-A and Section IV. Section V presents
related work in this area. We conclude in Section VI.

II. DEFERRED RESERVATION

A. Motivation

To reiterate, standard resource reservation approaches using
ATM signalling or RSVP, attempt to reserve resources at all
hops on a path, failing which, the reservation is rejected. We
seek to improve performance by not rejecting but deferring a re-
quest when resources are insufficient, so as to allow the request
to be admitted at a later time.

Figure 1 shows a space-time diagram that highlights the es-
sential difference between the traditional (called NDRES for No
Deferred REServation) and DRES modes of reservation. Two
reservation requests arrive as shown. Both DRES and NDRES
allow req1 to reserve resources. However, in NDRES, req2 fails
at hop2 and the resources are released. With DRES, the reser-
vation is deferred for a period and is able to obtain resources
after a short delay, allowing req2 to be completed. Specifically,
deferring helped since resources that were allocated to some ex-
isting flow were released after the flow terminated. An NDRES
session would have to repeatedly poll for resources until it suc-
ceeds. This leads to high overhead for the application and in-
creased traffic on the network, as well as lower utilization.

An application that can benefit from deferring is a wireless ac-
cess environment which requires mobile handoff where the base
station of one cell must successfully handoff to the next cell be-
fore the signal weakens and the connection is dropped. This
maps to a scenario where there is a defer bound during which a



request reservation must be admitted. From the overall perspec-
tive of the user and the service provider, we have the following
benefits of deferring: Improved Utilization, Reduced processing
overhead, and Minimal user effort to obtain a reservation.
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B. Basic DRES Protocol

DRES is a 2-phase resource reservation protocol. For the rest
of this discussion, we will assume that the QoS for a flow is
characterized by bandwidth. The key idea of DRES is to use de-
ferring as a mechanism to accommodate flows that can tolerate
initial set-up delays. When a user makes a new flow reservation,
the router first locally verifies if sufficient link bandwidth or ca-
pacity is available. Typically, link bandwidth can either be in a
committed (allocated) or a free state. DRES adds a third state:
“reserved” where capacity is allocated at local routers but there
is no end-to-end commitment.

When the bandwidth requested (Bi) is not available at an in-
termediate link, a request is not rejected. Instead, it is queued
and deferred at that hop. By delaying requests, DRES can im-
prove the admission probability, since it is likely that by waiting,
resources can be committed to the request due to the expiry of
an ongoing reservation, or due to the freeing of “reserved” re-
sources. Deferred flows and reserved resources are flushed after
a timeout period.

The defer period (Td) is the key parameter and can be viewed
from a user and a network perspective. The user could specify
Td as a QoS constraint. Typically, the longer one defers a re-
quest, the better the chance of it being admitted. However, users
typically will not be willing to wait for an unbounded time pe-
riod and will give up on a request that is delayed for too long.
There are two perspectives with respect to the defer bound Td.
We can assume that the defer bound is known in advance. How-
ever, our results can be applied to situations where reservation
requests are maintained until users abandon them. Alternatively,
the network operator can set Td as a matter of policy. The value
may vary with network loading conditions or as a function of
reservation characteristics or the user’s service class.

Description: Figure 2 defines the behaviour of routers imple-
menting the basic DRES protocol along a given reservation path.
Arrival of a request (Event A) results in verifying that the request
can be admitted. If an end-to-end reservation is possible, then a
positive acknowledgement (ACK) is sent by the last hop router.

A. Request Arrival reqi(Bi)
IF (Bi > Lfree) set T i

d;
ELSE

Allocate Bi; Forward reqi
If (Last Hop Router)

Send ACK to source;
B. Timer Expiry: // T i

d == 0
Send NACK back to source;
Release resources at all hops along path;

C. Flow Expiry:
Release resources at all hops;
Admit jobs from deferred queue;

Fig. 2. Base DRES Algorithm

If not, the request is deferred. When a router receives an ACK,
it forwards the request all the way to the source confirming the
reservation. If a timer expires (Event B), a negative acknowl-
edgement (NACK) is sent. If an existing admitted flow expires
(Event C), then we perform admission control for the first de-
ferred request. Lfree denotes the available link capacity. The
same algorithm is executed independently at every node, and
information is only exchanged by the reservation request, ac-
knowledgement, and release messages described above. There
are many choices for how to serve waiting reservations. Dif-
ferent choices can have a profound impact on throughput and
fairness. In this paper, we focus on attempting to admit those
requests that have bandwidth less than the link capacity.

III. PERFORMANCE OF A DRES MULTIPLEXOR

In this section, we study the performance of DRES on a single
link. If we have exponential interarrival times, exponential hold-
ing times (reservation duration), and exponential defer times,
there is a simple analytical model that can be used to calculate
the flow blocking or rejection probability (See Figure 3). In this
model, the transition rates from states i with i > n to states i�1
reflect the premature departures from the defer queue caused by
reservations which exceed their defer time bound while wait-
ing in the defer queue. The symbol � denotes the rate at which
these early departures occur, where � = 1

Td
, where Td is the av-

erage defer bound. For constant defer time bounds (the case we
are most interested in), this model over-estimates the rejection
probability. Unfortunately, it is difficult to model the constant
defer time case exactly, since the state of the system must in-
clude the time that each waiting flow reservation has left in its
defer timer. We have developed an analytical approximation for
the constant defer time case that provides a good estimate for
the flow rejection probability.
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Fig. 3. Constant Defer Time Markovian Model

Consider a DRES multiplexor in which there is a finite defer
queue of lengthk, and flow reservations are queued so long as
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Fig. 4. Defer Queue Approximation Markovian Model

Term Explanation
� Flow arrival rate
� Flow completion rate
pi Steady state probability of being in State i
Æ Link bandwidth of each flow
n Number of Servers (1/Æ)
Td Defer time bound
n Number of flows supported by link
k = Td � n � � Size of defer queue
MHT Flow Duration ( 1� )
� = �

n�� Offered load

TABLE I

NOTATION

there is an empty slot in the queue and reservations stay in the
queue until they are accepted (no early departures). If k = 1 +
bn � � � Tdc, where Td is the defer bound, then a reservation is
enqueued if and only if the expected waiting time when it arrives
is less than or equal to the defer time bound. As we show below
(by comparison with simulation), this system provides a close
approximation to the original DRES multiplexor with constant
defer times. However, unlike the original model, it has a simple
analytical model shown below.

Table I summarizes the notation we use in the analysis below.
Our goal is to develop a closed form for the flow rejection prob-
ability, which is given by pn+k, since flows that arrive in this
state are rejected. We can derive the probability of being in state
m using standard methods [8].

pm = p0 �

m�1Y
i=0

(
�i

�i+1
) (1)

= p0 �

m�1Y
i=0

(
�

� �minfi+ 1; ng
) (2)

Thus we get:

pm =

(
p0 � (

�m

�m ) � 1
m! m � n

p0 � (
�m

�m ) � ( 1
nm�n ) �

1
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where:

p0 =
1

1 +
Pn

m=1
(�=�)m

m! + 1
n! �
Pn+k

m=n+1(
(�=�)m

nm�n )
(4)

Figure 5 shows how the flow rejection probability obtained us-
ing this model compares to the simulation results of the basic
DRES model. We see that our model provides a fairly accurate
estimate of the rejection fraction. We will now extend the model
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to handle bursty request arrivals.

Bursty Arrival Model: We now generalize the analytical
model developed in the previous section to handle bursty flow
arrival patterns. In particular, we allow the flow arrival rates to
alternate between two values �a and �b. The arrival rate persists
at each value for an exponentially distributed period of time.
Specifically, the arrival rate of �a persists for an average time
period of 1

� , and the arrival rate of �b persists for an average
period of 1

� . This leads to the Markov chain shown in Figure 6.
For this model, we have states characterized by two variables
(r,i) where r 2 fa; bg and i is the number of flows that are either
using the link or are waiting in the defer queue. The flow rejec-
tion probability in this case is given by pa(n+ k) + pb(n+ k).

The balance equations for the Markov chain can be derived
directly from Figure 6. Using standard methods, one can show
that pa(0); pb(0), satisfy the following set of equations,

pa(0) =
�Sbb � �Sab

(�+ �)(Saa � Sbb � SabSba)
(5)

pb(0) =
�Saa � �Sba

(�+ �)(Saa � Sbb � SabSba)
(6)

where Saa; Sab; Sba; Sbb are functions of the transition rates
only. Given [pa(0); pb(0)], the remaining steady state proba-
bilities can be calculated from the balance equations.

A. Performance Results

In all of the subsequent results, we compare the following
schemes:
DRES(x): where x represents the defer bound;
NDRES: No Deferring (Traditional reservations (ATM/RSVP))
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We evaluated the rejection probability of three schemes,
NDRES, and DRES under bursty traffic conditions using both
analysis and simulation for the case where �a = 0 (ON/OFF).
Simulated DRES closely matched the performance of the ana-
lytical model as shown in Figures 7-10.

Figures 7-9 represent three scenarios where the inter burst ar-
rival time ( 1� + 1

� ) is varied from 0.1,1 and 10 times the flow
duration. We chose � = � and a flow duration of 40 time
units which implies � = 0:5; 0:05; 0:005 for the three experi-
ments. We chose a defer time of 5 times units which is 12.5%
of the flow duration, and a fixed flow bandwidth of 10% of the
total link capacity. As the burst duration increases (decreasing
�), the performance degrades as expected. However, in all the
plots, we see that DRES significantly outperforms NDRES. In
particular, in a system designed for a rejection fraction of 0.001,
DRES can carry 48% more traffic than NDRES when � = 0:5,
43% more when � = 0:05, and 38% more when � = 0:005.
Comparing Figures 9 and 10, we see that we can get significant
additional improvement by increasing the defer time from 5 to
10. Figure 10 shows DRES with a defer bound of 10 units out-
performing NDRES by 60%.
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IV. PERFORMANCE OF A SIMPLE DRES NETWORK

We study the performance of the bursty model on a ring topol-
ogy, in which 20 routers are connected together in a ring, and
each router has a traffic source associated with it. Each source
generates flow reservations for the destination that is 5 hops
away, and the reservation bandwidth is uniformly distributed
with a maximum bandwidth of 5% of the link. Figure 11 shows
the performance of DRES with a defer bound of 10 units sup-
porting twice the load compared to NDRES at a rejection proba-
bility of 10�3, while DRES with a bound of 5 units shows a 60%
gain over NDRES. At a higher probability of 10�2, DRES(10)
has a 50% gain and DRES(5) has a 37% gain over NDRES.
As we increase the burst duration to 40 units in Figure 12, the
performance benefits decrease to around 15% for DRES(10) at
a rejection fraction of 10�3 and 11% at a rejection fraction of
10�2.

Additional experiments were performed [12] on topologies
such as the parking lot topology (which studies the impact of
cross-traffic on deferring). We also investigated performance
of DRES on a typical ISP topology using AT&T’s worldnet
network. We also performed experiments with different traf-
fic classes (small and large bandwidth requests). In addition,
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we also have preliminary results on the impact of QoS routing
on DRES. We find that DRES provides a significant percent-
age gain under all these different scenarios. Due to space con-
straints, these results are shown in [12].

V. RELATED WORK

There have been numerous proposals to perform resource
reservation in Integrated Service networks. In this section, we
highlight some of the prominent ones that are relevant to our
approach. YESSIR [1], a resource reservation protocol for
RTP traffic has a concept of partial reservations which are made
when there are insufficient resources at routers. However, in
such cases, YESSIR simply informs the source about the insuf-
ficient bandwidth and pushes the problem of deciding whether
to reduce the requested bandwidth or to drop the flow altogether
to the end-host. YESSIR does not offer end-to-end guarantees
with its notion of partial reservations. More importantly, hav-
ing a combination of best-effort reservations along with actual
reservations (as results from partial reservations), results in a
large number of flows of poor quality as mentioned by the au-
thors, which is unacceptable for providing QoS guarantees.

Recent work on advance reservations [6], [3], [4], [5], [9]

propose mechanisms which differentiate between an immediate
reservation where the flow duration is not known, and an ad-
vance reservation where the duration is known, and the reserva-
tion process is initiated far ahead of time. References [6], [5]
describe mechanisms which allow the preemption of immediate
flows, to allow advance reservations to access the link. In such
cases, the QoS is downgraded for immediate reservations. Also,
immediate reservations could be dropped so as to accommodate
reservations in the future leading to no guarantees for immediate
reservations. The Tenet real-time protocol suite [7] partitions re-
sources into advance reservations and non-preemptible normal
reservations, which can lead to fragmentation.

VI. CONCLUSIONS

In this paper, we highlighted the problems with traditional ap-
proaches of RSVP/ATM-style reservations under high network
load. When resources are momentarily unavailable, the session
initiator needs to manually retry, leading to higher network and
signalling processing overhead. To resolve these problems, we
introduced DRES, a way of intelligently delaying RSVP/ATM-
style resource reservation requests for a short defer time. Us-
ing simulation, we showed that this significantly improves the
chance of admissibility. Depending on the load and situation,
these improvements can be quite significant. We believe that in-
troducing such a mechanism into a resource reservation system
would enhance network quality as perceived by the users, while
reducing processing load at the network nodes due to moving
from a polling-based system to an ” interrupt-driven” paradigm.
We are currently investigating the impact of QoS routing, as well
as mechanisms to predict the defer time so as to only defer when
necessary.
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