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Abstract—Packets in the Inter net can experiencelarge queueingdelays
during busy periods. Backbonerouters are generally engineeed to have
large buffers, in which packetsmay wait aslong ashalf a second(assuming
FIFO sewice, longer otherwise). During congestionperiods, thesebuffers
may stay closeto full, subjecting packetsto long delays,even when the in-
trinsic latency of the path is relatively small. This paper studiesthe per-
formance improvements that can be obtained for short-lived TCP flows
by using more sophisticated packet schedulers,than are typical of Inter-
net routers. The resultsshow that the large buffers found in WAN routers
contribute only marginally to improving router throughput, and the higher
delaysthat comewith large buffers makesthem a dubiousinvestment. The
resultsalsoshaw that better packet schedulingalgorithms canproducedra-
matic impr ovementsin fair ness.Using ns-2simulations, we shaw that algo-
rithms using multiple queuescan significantly outperform RED and Blue,
especiallyat smaller buffer sizes. Given a traffic mix of short-lived TCP
flows with different round-trip times, longer round-trip time flows achieve
80% of their fair-share using multiqueue schedulerscompared to 40% un-
der RED and Blue. We obsewre a similar performance improvement for
multi-hop paths. We also shaw that performance results can be reliably
scaledacrossa wide range of parameter values,solong asthe ratio of the
buffer sizeto the link bandwidth-delay product is held invariant.

|. INTRODUCTION

Backboneoutersin theInternetaretypically configuredwith
buffersthataresereraltimestimeslargerthanthe productof the
link bandwidthandthetypical round-tripdelayonlong network
paths.Suchbufferscandelaypacketsfor asmuchashalf a sec-
ond during congestiorperiods. Whensuchlarge queuescarry
heary TCP traffic loads,and are servicedusing the Tail Drop
policy, the large queuesemaincloseto full mostof the time.
Thus,evenif eachTCP flow is ableto obtainits shareof the
link bandwidth,the end-to-enddelay remainsvery high. This
is exacerbatedor flows with multiple hops,sincepacletsmay
experiencehigh queueinglelaysateachhop. This phenomenon
is well-known andhasbeendiscussedy Hashen{1] andMor-
ris [2], amongothers.

To addresghis issue researcherbave developedalternatve
gueueingalgorithmswhichtry to keepaveragegueuesizeslow,
while still providing high throughputandlink utilization. The
most popularof theseis RandomEarly Discad or RED [3].
RED maintainsan exponentially-weightednoving averageof
the queuelengthwhich is usedto detectcongestion.To make
it operatat robustly underwidely varying conditions,onemust
eitherdynamically adjustthe parameter®r operateusing rel-
atively large buffer sizes[4], [5]. Recentlyanotherqueueing
algorithmcalledBlue [6], wasproposedo improve uponRED.
Blue adjustsits parametergautomaticallyin responsdo queue
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overflow and underflav events. Although Blue doesimprove
over RED in certainscenariosits parametergarealsosensitve
to differentcongestiorconditionsandnetwork topologies.

In thispaperweinvestigatéhow packetschedulersisingmul-
tiple queuescanimprove performanceover existing methods.
Our goalis to find schedulerghat satisfy the following objec-
tives:

« High throughputwhenbuffers are small This allows queue-
ing delaysto be keptlow.

« Insensitivityto operating conditionsandtraffic. Thisreduces
theneedto tuneparametersyr compromiseon performance.

« Fair treatmenbf differentflows This shouldhold regardless
of differencesn round-tripdelayor numberof hopstraversed.
Theresultspresentedhereshav thatbothRED andBlue arede-
ficientin theserespectsBoth performfairly poorly whenbuffer
spacss limited to asmallfraction of theround-tripdelay

In a previous study[9], we investigatedhe performanceof
multiple queuesusinglong-lived TCP flow traffic. Thefocusof
this paperis studyingthe performancef multiple queuesusing
short-lived TCP flow traffic. A majority of the Internettraffic
todayis HTTP (web-trafic), which consistsof short-lved TCP
flows transferringweb pages. Even with p-HTTP (persistent
HTTP) connectionsthe resulting TCP traffic is bursty (down-
loadingawebpage)with longidle periods(userpausebetween
web pagedownloads)and can be emulatedby multiple short-
lived TCPflows.

Anotherregularly obsenedphenomenoifor queuesith Tail
Drop is big swingsin the occupang of the bottlenecklink
gueue.Oneof themaincausedor thisis the synchronizatiorof
TCP sourcegyoingthroughthe bottleneckink. Although RED
andBluetry to alleviatethesynchronizatiomproblemby usinga
randomdroppolicy, they donotperformwell with bufferswhich
areafractionof thebandwidth-delayroduct.Whenbuffersare
very small,evenwith arandomdroppolicy, thereis ahigh prob-
ability thatall flows suffer apacletloss.However, with perflow
gueueingwe canexplicity controlthe numberof flows thatsuf-
fer a paclet lossandthusssignificantly reducesynchronization
amongflows.

Oneof the limitations of evaluatingalgorithmsusing simu-
lations is that we cannotreplicatethe scaleof real networks.
Thus, a commonquestionis whetherthe resultsobtainedwill
holdwhenthenumberof sourcesand/orbottleneckandwidthis
increasedy oneor moreordersof magnitudeIn this paperwe
addresgheissueasto how the averagegoodputof TCP flows
is affectedby changesn network parametersnamelynumber



of sourcespottleneckink bandwidthandRTTs andshaow that
theseparameteraluescanhave a wide rangeof valueswithout
abig impacton performance.

The restof the paperis organizedasfollows. Section2 de-
scribesthe new multi-queuemethodsnvestigatechere.Section
3 documentsheconfigurationsusedfor the simulationsandthe
parametersisedfor evaluatingour algorithms. Section4 com-
paregheperformanceesultsof theproposednulti-queuemeth-
odsagainstRED, Blue and Tail Drop. Section5 discusseshe
sensitvity of TCP performancdo changesn network parame-
tersandSection6 concludeghe paper

Il. ALGORITHMS

Giventhe problemswith existing congestiorbuffer manage-
mentalgorithms,we decidedto evaluatea fair queueingdisci-
pline for managingTCP flows. We startedwith using Deficit
RoundRobin(DRR) [7]. DRRis anapproximatdair-queueing
algorithmthatrequiresonly O(1) work to processa pacletand
thusit is simpleenoughto be implementedn hardware. Also,
sincethereareno parameters$o setor fine tune,it makesit us-
ableacrossvaryingtraffic patterns We evaluatedthreedifferent
paclet-discardolicies.

1. DRR with LongestQueueDrop

Ouir first policy combinedDRR with paclet-discardfrom the
longestactive queue.For therestof the paper we referto this
policy asplain DRR or DRR, sincethis paclet-discardoolicy is
partof theoriginal DRR algorithm[7] andwasfirst proposedy
McKenng in [8]. In[9], we presenmoredetailsandmotivation
for developingthe DRR variationspresentedbelow.

2. Throughput DRR (TDRR)

In this algorithm, we storea throughputvalue associatedvith
eachDRR queue. The throughputparameteiis maintainedas
an exponentiallyweightedaverageandis usedin choosingthe
drop queue.The exponentialweightusedin our simulationsis
0.03125. WefoundthatTDRRIis notverysensitveto theweight
parameteandperformedequallywell for weightsrangingfrom
0.5 to 1.0e — 6. The discardpolicy for a new packet arrival
whenthelink bufferis full, is to choosehequeuewith thehigh-
est throughput(amongstthe currently actve DRR queues)to
dropapaclet. Intuitively, this algorithmshouldpenalizehigher
throughpufr CPflows moreandthusachiese betterfairnessand
our simulationresultsdo confirmthis.

3. QueueStateDRR (QSDRR)

Since TDRR hasan overheadassociatedvith computingand
storing a weightedthroughputvalue for eachDRR queue,we
investigateanothempaclet-discardoolicy which addssomehys-
teresisto plain DRR’s longestqueuedrop policy. Theideais
that once we drop a paclet from one queue,we keep drop-
ping from the samequeuewhenfacedwith congestioruntil that
gueusis the smallestamongsall active queues.This policy re-
duceghenumberof flowsthatareaffectedwhenalink becomes
congestedThis reduceghe TCPsynchronizatioreffectandre-
ducesthe magnitudeof theresultingqueudengthvariations.A
detaileddescriptionof this algorithmis presentedn Figurel.

I1l. SIMULATION ENVIRONMENT

In orderto evaluatethe performancef DRR, TDRR andQS-
DRR,werananumberof experimentausingns-2.In this paper

Let @ be a state variable which is
undefined initially.

if @ is not defined
Set @Q to current |ongest queue

else (Q is defined)
if Q is shorter than all active queues

Set @ to current |ongest queue
Drop packets fromfront of @

Fig. 1. Algorithm for QSDRR
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Fig. 2. SingleBottleneckLink Network Configuration

weinvestigatehe performancef our algorithmsfor short-lived
TCP connections. In our simulations,we emulateshort-lived
TCP flows usingon-off TCP sources.The on-phasemodelsan

active TCP flow sendingdata,while the off-phasemodelsthe
inter-arrival time betweenconnections.To effectively compare
thetimestakento serviceeachburstunderdifferentalgorithms,
we fix the datatransferredper connection(during on-phasé to

256 paclets(384KB). Theidle time betweerburstsis exponen-
tially distributedwith a meanof 2 seconds.

We comparedhe performanceover a varied setof network
configurationsandtraffic mixeswhich are describedbelow. In
all our experimentswe usedT CP sourcewith 1500byte pack-
etsandthe datacollectedis overa 100 secondsimulationinter-
val. We ran experimentsusing TCP Renoand TCP Tahoeand
obtainedsimilarresultsfor both; hencewe only shav theresults
using TCP Renosources. For eachof the configurationswe
variedthe bottleneckqueuesize from a 100 paclketsto 20,000
paclets.20,000pacletsrepresenta half-seconduffer whichis
a commonbuffer sizedeployedin currentcommercialrouters.
We ranseveral simulationsto determinethe bestparametewal-
uesfor RED andBlue for our simulationervironment to ensure
afair comparisoragainsiour multi-queuebasedalgorithms.

A. SingleBottlene& Link

The network configurationfor this set of experimentsis
shawn in Figure2. {51, S, ...S500} arethe TCP sourcesgach
connectedy 100Mb/slinks to the bottlenecklink. The desti-
nationsnamed{ Dy, D5, ...Dsoo }, aredirectly connectedo the
router R,. All 500 TCP sourcesare startedsimultaneouslyto
simulatea worst-casescenariowherebyTCP sourcesare syn-
chronizedn the network.

B. Multiple Roundtrip-timeConfigumtion

The network configurationfor this set of experimentsis
shavn in Figure 3. This configurationis usedto evaluatethe
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Fig. 4. Multi-Hop PathNetwork Configuration

performanceof the differentqueuemanagemenpoliciesgiven
two setsof TCPflows with widely varyingroundtrip-timesover
the samebottlenecklink. The sourceconnectionsetupis simi-
lar to the single-bottleneckonfiguration,exceptfor the access
link delaysfor eachsourceandthetotal numberof sourcesWe
simulated1000TCP sources500sourceswith link delaysetto
20ms,and500sourcewith link delaysetto 100ms.

C. Multi-Hop Path Configumtion

The network configurationfor this set of experimentsis
shawvn in Figure 4. In this configuration,we have 500 TCP
sourcegraversingthreebottlenecKinks andterminatingat Rs.
In addition, on eachlink, thereare 500 TCP sourcesactingas
cross-trafic. We usethis configurationto evaluatethe perfor
manceof thedifferentqueuemanagemenoliciesfor multi-hop
TCPflows competingwith shorterone-hopcross-trafic flows.

IV. RESULTS

Figure 5(a) shovs the meangoodputachieved by the TCP
flows and Figure 5(b) shavs the meanburst completiontimes
for the flows. We notice that Blue, RED and Tail Drop have
almostexactly the sameperformancen termsof meangoodput
achievedandburstcompletiontimesfor all buffer sizeswhereas
the DRR schemesre uniformly better For buffer sizesless
than2000paclets, TDRR andQSDRRexhibit about10% better
goodputperformancever Blue, RED andTail Drop. However,
it isinterestingo notethatQSDRRis almost30% betterthanthe
non-DRRpoliciesat a buffer size of 5000 paclets. Theresults
aresimilar for the burstcompletiontimes.

Figure 6(a) shavs the ratios of the goodputsobtainedby
200msround-trip time flows over the goodputsof the 40ms
round-triptime flows. For this configuration,for buffer sizes
lessthana 1000 packets, QSDRRand TDRR outperformBlue
and RED by morethan100%. The ratio of goodputsis used
to illustrate the fairnessof eachalgorithm. The closerthe ra-
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Fig. 5. Performanc®f shortburstTCPflows over asinglebottlenecKink

tio is to one,the betterthe algorithmis in deliveringfair-share
to differentround-triptime flows. In this case,evenTail Drop
performssignificantly betterthanBlue and RED, shawving that
for short-lived flows with differentround-triptimes, Blue and
RED cannotdeliver good fair-sharingof the bottleneckband-
width. Figure6(b) shavstheratiosof burstcompletiontimesof

the 200msround-triptime flows over the 40msround-triptime

flows. In this case,QSDRRand TDRR remaincloseto one
(which is the ideal fairness) whereasBlue hasthe worst per

formance,with the 200msround-triptime flows taking almost
threetimesthetime to completea burst comparedo the 40ms
round-triptime flows, evenfor 5000paclet buffers.

Figure7(a) shows theratiosof the goodputsachieved by the
end-to-endflows over the cross-trafic flows. In this configu-
ration, we seethat the non-DRRpolicies performvery poorly,
allowing the end-to-endflows a mere 30% of the goodput
achievedby the cross-trafic flows. Onthe otherhand,QSDRR
and even DRR outperformthe non-DRRschemesy 40% for
buffer sizeslessthan2000 paclets. QSDRRis almost2 times
betterthanthe non-DRRpoliciesfor a buffer sizeof 5000pack-
ets. SinceTDRR maintainsanexponentiallyweightedthrough-
put averagefor afairly long period,it outperformsall policies.
For short-lved TCPflows, DRR andQSDRRcannotdeliverthe
samefairnessas TDRR sincethey do not maintainlong-term
state.

Figure7(b) shavs theratiosof burstcompletiontimesof the
end-to-endlows over the cross-trafic flows. Only TDRR can
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Fig. 6. Performancef shortburst TCP flows over a multiple round-triptime
configuration

achieve a ratio closeto one,sinceit maintainslong-termstate.
However, QSDRRandDRR performreasonablyvell andbeat
the non-DRRpoliciesby at leasta factorof two. Eventhough
theend-to-endraffic flows overthreebottleneckinks compared
to just one bottleneck-linkfor the cross-trafic flows, QSDRR
and DRR are ableto achieve a burst completiontime ratio of
undertwo for a buffer sizeof 5000paclets. At the samebuffer
size, the non-DRR policies achieve fairly poor ratios ranging
from 3.5 t0 4.0.

V. USABILITY OVER LARGE NETWORKS

A common questionis that though the simulation results
shav goodperformaceor our configuration(1000sourcesand
500Mb/sbhottlenecKink), will we still achieve the sameperfor
mancewhenwe have 20,000sourcesover a 10Gb/slink? Real-
istically, it is impracticalto simulatesuchlarge network config-
urations.However, we attemptto addresshis issueby shoving
that, if the ratio of the buffer sizeto the link bandwidth-delay
productis held invariant, the performancds fairly insensitve
to a wide rangeof changedn parametersuchas numberof
sourcesRTT andbottlenecklink capacities.In our study we
varied the numberof sourcesfrom 10 to a 1000, RTT times
from 6msto 1.5sandbottleneckink bandwidthsfrom 20Mb/s
to 3Gb/s.
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A. SimulationSetup

We usethe single bottlenecklink configurationas showvn in
Figure 2 as our basetopology For eachset of experiments
(graphs)we evaluatefour differentfair-shae windowsizes(2,
10, 50, 100) for a TCP source. We definefair-share window
sizeasthe fair-sharebandwidthper TCP flow timesthe RTT.
The bottlenecklink buffer is setto the bandwidth-delayprod-
uct of the network configuration.Thethreedifferentsimulation
scenariosve studyareoutlinedbelow.

1. Varying bottlenecklink bandwidth

For this experiment,we setthe numberof sourcego 100 and

vary the bottlenecklink bandwidthfrom 20Mb/sto 500Mb/s.
TheRTT is scaledalongwith the bottleneckbandwidthto main-

tain the constanfair-sharewindow size.

2. Varying number of sources

For this experimentwe settheRTT to 100msandvarythenum-

berof sourcesrom 20to 500. ThebottlenecKink bandwidthis

scaledalongwith thenumberof sourcego maintaintheconstant
fair-sharewindow size.

3. Varying RTT

For this experiment,we set the bottlenecklink bandwidthto

500Mb/sandvary the RTT from 6msto 120ms. The number
of sourcesare scaledalongwith the RTT to maintainthe con-

stantfair-sharewindow size.
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B. Results

Figure 8(a), 8(b) and 8(c) shaw the effect on the meanfair-
sharegoodputpercentagachiezedby the TCP flows usingTail
Drop policy and Figure 8(d), 8(e) and 8(f) shav the effect on
TCP flows using QSDRRpolicy. Fromthe above graphsiit is
clearthat changingbottleneck-linkbandwidths RTTs, number
of sourcesr fair-sharewindow sizeshasa negligible impacton
TCP goodputsover a congestedink. This tells usthatwe can
reliably applyresultsfrom a smallerscalesimulationto alarger
scalescenarioassuminghatthesimulationsarefor similarfair-
sharebandwidths.

VI. CONCLUSION

This paperhasdemonstratethe inherentweaknessem cur-
rent queue managemenpolicies commonly usedin Internet
routers. Theseweaknessefclude limited ability to perform
well underavarietyof network configurationsandtraffic condi-
tions, inability to provide a fair-sharingamongcompetingTCP
connectionswith differentRTTs andrelatively low link utiliza-
tion and goodputin routersthat have small buffers. In order
to addresgheseissueswe presented DRR and QSDRR,two
differentpaclet-discardpoliciesusedn conjunctionwith a sim-
ple, fair-queueingschedulerDRR. Throughextensie simula-
tions, we shavedthat TDRR and QSDRRsignificantlyoutper

form RED andBlue for variousconfigurationsandtraffic mixes
in both the averagegoodputfor eachflow andthe variancein

goodputsFor very smallbuffer sizes,in theorderof 5 — 10% of

the bandwidth-delayproduct,we shaved that not only did our

policiessignificantlyoutperformRED, Blue andTail Drop, but

thatthey wereableto achievze nearoptimalgoodputandfairness.
We alsoshavedthat performances insensitie to wide ranging
changesn network parameters.
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