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Abstract—Packets in the Internet can experiencelarge queueingdelays
during busy periods. Backbonerouters are generally engineered to have
largebuffers, in which packetsmay wait aslong ashalf a second(assuming
FIFO service, longer otherwise). During congestionperiods, thesebuffers
may stay closeto full, subjecting packets to long delays,even when the in-
trinsic latency of the path is relatively small. This paper studies the per-
formance improvements that can be obtained for short-lived TCP flows
by using more sophisticatedpacket schedulers,than are typical of Inter -
net routers. The resultsshow that the largebuffers found in WAN routers
contribute only marginally to improving router thr oughput, and the higher
delaysthat comewith largebuffers makesthem a dubious investment.The
resultsalsoshow that better packet schedulingalgorithms canproducedra-
matic improvementsin fairness.Usingns-2simulations,weshow that algo-
rithms using multiple queuescan significantly outperform RED and Blue,
especiallyat smaller buffer sizes. Given a traffic mix of short-lived TCP
flows with different round-trip times, longer round-trip time flows achieve�����

of their fair -share usingmultiqueue schedulers,compared to � ��� un-
der RED and Blue. We observe a similar performance improvement for
multi-hop paths. We also show that performance results can be reliably
scaledacrossa wide range of parameter values,so long as the ratio of the
buffer sizeto the link bandwidth-delay product is held invariant.

I . INTRODUCTION

Backboneroutersin theInternetaretypically configuredwith
buffersthatareseveraltimestimeslargerthantheproductof the
link bandwidthandthetypical round-tripdelayon longnetwork
paths.Suchbufferscandelaypacketsfor asmuchashalf asec-
ond during congestionperiods. Whensuchlarge queuescarry
heavy TCP traffic loads,andareservicedusing the Tail Drop
policy, the large queuesremaincloseto full mostof the time.
Thus,even if eachTCP flow is able to obtain its shareof the
link bandwidth,the end-to-enddelayremainsvery high. This
is exacerbatedfor flows with multiple hops,sincepacketsmay
experiencehighqueueingdelaysateachhop.Thisphenomenon
is well-known andhasbeendiscussedby Hashem[1] andMor-
ris [2], amongothers.

To addressthis issue,researchershave developedalternative
queueingalgorithmswhich try to keepaveragequeuesizeslow,
while still providing high throughputandlink utilization. The
most popularof theseis RandomEarly Discard or RED [3].
RED maintainsan exponentially-weightedmoving averageof
the queuelengthwhich is usedto detectcongestion.To make
it operateit robustlyunderwidely varyingconditions,onemust
eitherdynamicallyadjustthe parametersor operateusing rel-
atively large buffer sizes[4], [5]. Recentlyanotherqueueing
algorithmcalledBlue [6], wasproposedto improveuponRED.
Blue adjustsits parametersautomaticallyin responseto queue
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overflow and underflow events. Although Blue doesimprove
over RED in certainscenarios,its parametersarealsosensitive
to differentcongestionconditionsandnetwork topologies.

In thispaper, weinvestigatehow packetschedulersusingmul-
tiple queuescan improve performanceover existing methods.
Our goal is to find schedulersthat satisfy the following objec-
tives:� High throughputwhenbuffers are small. This allows queue-
ing delaysto bekeptlow.� Insensitivityto operating conditionsandtraffic. This reduces
theneedto tuneparameters,or compromiseonperformance.� Fair treatmentof differentflows. This shouldhold regardless
of differencesin round-tripdelayor numberof hopstraversed.
Theresultspresentedhereshow thatbothREDandBluearede-
ficient in theserespects.Bothperformfairly poorlywhenbuffer
spaceis limited to asmallfractionof theround-tripdelay.

In a previous study[9], we investigatedthe performanceof
multiple queuesusinglong-livedTCPflow traffic. Thefocusof
this paperis studyingtheperformanceof multiplequeuesusing
short-lived TCP flow traffic. A majority of the Internettraffic
todayis HTTP (web-traffic), which consistsof short-livedTCP
flows transferringweb pages. Even with p-HTTP (persistent
HTTP) connections,the resultingTCP traffic is bursty (down-
loadinga webpage)with long idle periods(userpausebetween
web pagedownloads)andcanbe emulatedby multiple short-
livedTCPflows.

Anotherregularlyobservedphenomenonfor queueswith Tail
Drop is big swings in the occupancy of the bottlenecklink
queue.Oneof themaincausesfor this is thesynchronizationof
TCPsourcesgoingthroughthebottlenecklink. AlthoughRED
andBluetry to alleviatethesynchronizationproblemby usinga
randomdroppolicy, they donotperformwell with bufferswhich
area fractionof thebandwidth-delayproduct.Whenbuffersare
verysmall,evenwith arandomdroppolicy, thereis ahighprob-
ability thatall flowssuffer apacketloss.However, with per-flow
queueing,wecanexplicity controlthenumberof flows thatsuf-
fer a packet lossandthussignificantlyreducesynchronization
amongflows.

Oneof the limitations of evaluatingalgorithmsusingsimu-
lations is that we cannotreplicatethe scaleof real networks.
Thus,a commonquestionis whetherthe resultsobtainedwill
holdwhenthenumberof sourcesand/orbottleneckbandwidthis
increasedby oneor moreordersof magnitude.In thispaper, we
addressthe issueasto how the averagegoodputof TCP flows
is affectedby changesin network parameters,namelynumber



of sources,bottlenecklink bandwidthandRTTs andshow that
theseparametervaluescanhave a wide rangeof valueswithout
a big impacton performance.

The restof the paperis organizedasfollows. Section2 de-
scribesthenew multi-queuemethodsinvestigatedhere.Section
3 documentstheconfigurationsusedfor thesimulationsandthe
parametersusedfor evaluatingour algorithms.Section4 com-
parestheperformanceresultsof theproposedmulti-queuemeth-
odsagainstRED, Blue andTail Drop. Section5 discussesthe
sensitivity of TCPperformanceto changesin network parame-
tersandSection6 concludesthepaper.

I I . ALGORITHMS

Giventheproblemswith existing congestionbuffer manage-
mentalgorithms,we decidedto evaluatea fair queueingdisci-
pline for managingTCP flows. We startedwith usingDeficit
RoundRobin(DRR) [7]. DRR is anapproximatefair-queueing
algorithmthatrequiresonly 	�
��� work to processa packet and
thusit is simpleenoughto be implementedin hardware. Also,
sincethereareno parametersto setor fine tune,it makesit us-
ableacrossvaryingtraffic patterns.Weevaluatedthreedifferent
packet-discardpolicies.
1. DRR with LongestQueueDrop
Our first policy combinedDRR with packet-discardfrom the
longestactive queue.For the restof the paper, we refer to this
policy asplainDRRor DRR,sincethispacket-discardpolicy is
partof theoriginalDRRalgorithm[7] andwasfirst proposedby
McKenney in [8]. In [9], wepresentmoredetailsandmotivation
for developingtheDRR variationspresentedbelow.
2. Thr oughput DRR (TDRR)
In this algorithm,we storea throughputvalueassociatedwith
eachDRR queue. The throughputparameteris maintainedas
an exponentiallyweightedaverageandis usedin choosingthe
dropqueue.Theexponentialweightusedin our simulationsis��� ��� ����� . WefoundthatTDRRisnotverysensitiveto theweight
parameterandperformedequallywell for weightsrangingfrom��� � to � � �������

. The discardpolicy for a new packet arrival
whenthelink buffer is full, is to choosethequeuewith thehigh-
est throughput(amongstthe currently active DRR queues)to
dropa packet. Intuitively, this algorithmshouldpenalizehigher
throughputTCPflowsmoreandthusachievebetterfairnessand
our simulationresultsdo confirmthis.
3. QueueStateDRR (QSDRR)
SinceTDRR hasan overheadassociatedwith computingand
storinga weightedthroughputvaluefor eachDRR queue,we
investigateanotherpacket-discardpolicy which addssomehys-
teresisto plain DRR’s longestqueuedrop policy. The idea is
that once we drop a packet from one queue,we keepdrop-
ping from thesamequeuewhenfacedwith congestionuntil that
queueis thesmallestamongstall active queues.This policy re-
ducesthenumberof flowsthatareaffectedwhenalink becomes
congested.This reducestheTCPsynchronizationeffectandre-
ducesthemagnitudeof theresultingqueuelengthvariations.A
detaileddescriptionof this algorithmis presentedin Figure1.

I I I . SIMULATION ENVIRONMENT

In orderto evaluatetheperformanceof DRR,TDRRandQS-
DRR,werananumberof experimentsusingns-2.In thispaper,

Let � be a state variable which is
undefined initially.

if � is not defined
Set � to current longest queue

else ( � is defined)
if � is shorter than all active queues
Set � to current longest queue

Drop packets from front of �
Fig. 1. Algorithm for QSDRR
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weinvestigatetheperformanceof ouralgorithmsfor short-lived
TCP connections.In our simulations,we emulateshort-lived
TCPflows usingon-off TCPsources.Theon-phasemodelsan
active TCP flow sendingdata,while the off-phasemodelsthe
inter-arrival time betweenconnections.To effectively compare
thetimestakento serviceeachburstunderdifferentalgorithms,
we fix thedatatransferredperconnection(duringon-phase) to
256packets(384KB).Theidle timebetweenburstsis exponen-
tially distributedwith a meanof 2 seconds.

We comparedthe performanceover a variedsetof network
configurationsandtraffic mixeswhich aredescribedbelow. In
all ourexperiments,weusedTCPsourceswith 1500bytepack-
etsandthedatacollectedis overa 100secondsimulationinter-
val. We ranexperimentsusingTCP RenoandTCP Tahoeand
obtainedsimilarresultsfor both;hence,weonly show theresults
using TCP Renosources. For eachof the configurations,we
variedthe bottleneckqueuesizefrom a 100 packetsto 20,000
packets.20,000packetsrepresentsahalf-secondbuffer whichis
a commonbuffer sizedeployed in currentcommercialrouters.
We ranseveralsimulationsto determinethebestparameterval-
uesfor REDandBluefor oursimulationenvironment,to ensure
a fair comparisonagainstour multi-queuebasedalgorithms.

A. SingleBottleneck Link

The network configuration for this set of experimentsis
shown in Figure2. ���! #"$�&%'" �(�)� �&*+,+'- aretheTCPsources,each
connectedby 100Mb/slinks to the bottlenecklink. The desti-
nations,named��.  "/. % " �)�(� . *+,+ - , aredirectlyconnectedto the
router 01% . All 500 TCP sourcesarestartedsimultaneouslyto
simulatea worst-casescenariowherebyTCP sourcesaresyn-
chronizedin thenetwork.

B. Multiple Roundtrip-timeConfiguration

The network configuration for this set of experimentsis
shown in Figure 3. This configurationis usedto evaluatethe
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performanceof the differentqueuemanagementpoliciesgiven
two setsof TCPflowswith widely varyingroundtrip-timesover
thesamebottlenecklink. Thesourceconnectionsetupis simi-
lar to thesingle-bottleneckconfiguration,exceptfor theaccess
link delaysfor eachsourceandthetotal numberof sources.We
simulated1000TCPsources,500sourceswith link delaysetto
20ms,and500sourceswith link delaysetto 100ms.

C. Multi-Hop Path Configuration

The network configuration for this set of experimentsis
shown in Figure 4. In this configuration,we have 500 TCP
sourcestraversingthreebottlenecklinks andterminatingat 012 .
In addition,on eachlink, thereare500 TCP sourcesactingas
cross-traffic. We usethis configurationto evaluatethe perfor-
manceof thedifferentqueuemanagementpoliciesfor multi-hop
TCPflowscompetingwith shorterone-hopcross-traffic flows.

IV. RESULTS

Figure 5(a) shows the meangoodputachieved by the TCP
flows andFigure5(b) shows the meanburst completiontimes
for the flows. We notice that Blue, RED andTail Drop have
almostexactly thesameperformancein termsof meangoodput
achievedandburstcompletiontimesfor all buffer sizes,whereas
the DRR schemesare uniformly better. For buffer sizesless
than2000packets,TDRRandQSDRRexhibit about � �43 better
goodputperformanceoverBlue,RED andTail Drop. However,
it is interestingtonotethatQSDRRisalmost

���43
betterthanthe

non-DRRpoliciesat a buffer sizeof 5000packets. Theresults
aresimilar for theburstcompletiontimes.

Figure 6(a) shows the ratios of the goodputsobtainedby
200msround-trip time flows over the goodputsof the 40ms
round-trip time flows. For this configuration,for buffer sizes
lessthana 1000packets,QSDRRandTDRR outperformBlue
andRED by more than � ���43 . The ratio of goodputsis used
to illustrate the fairnessof eachalgorithm. The closerthe ra-
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Fig. 5. Performanceof shortburstTCPflows over asinglebottlenecklink

tio is to one,the betterthealgorithmis in deliveringfair-share
to differentround-triptime flows. In this case,evenTail Drop
performssignificantlybetterthanBlue andRED, showing that
for short-lived flows with different round-trip times,Blue and
RED cannotdeliver good fair-sharingof the bottleneckband-
width. Figure6(b)showstheratiosof burstcompletiontimesof
the200msround-triptime flows over the40msround-triptime
flows. In this case,QSDRRand TDRR remaincloseto one
(which is the ideal fairness),whereasBlue hasthe worst per-
formance,with the 200msround-triptime flows taking almost
threetimesthe time to completea burst comparedto the 40ms
round-triptime flows,evenfor 5000packetbuffers.

Figure7(a)shows theratiosof thegoodputsachievedby the
end-to-endflows over the cross-traffic flows. In this configu-
ration, we seethat the non-DRRpoliciesperformvery poorly,
allowing the end-to-endflows a mere

���43
of the goodput

achievedby thecross-traffic flows. On theotherhand,QSDRR
andeven DRR outperformthe non-DRRschemesby : �43 for
buffer sizeslessthan2000packets. QSDRRis almost2 times
betterthanthenon-DRRpoliciesfor abuffer sizeof 5000pack-
ets.SinceTDRRmaintainsanexponentiallyweightedthrough-
put averagefor a fairly long period,it outperformsall policies.
For short-livedTCPflows,DRRandQSDRRcannotdeliver the
samefairnessas TDRR sincethey do not maintainlong-term
state.

Figure7(b) shows theratiosof burstcompletiontimesof the
end-to-endflows over the cross-traffic flows. Only TDRR can
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Fig. 6. Performanceof shortburst TCPflows over a multiple round-triptime
configuration

achieve a ratio closeto one,sinceit maintainslong-termstate.
However, QSDRRandDRR performreasonablywell andbeat
the non-DRRpoliciesby at leasta factorof two. Even though
theend-to-endtraffic flowsoverthreebottlenecklinks compared
to just onebottleneck-linkfor the cross-traffic flows, QSDRR
andDRR areable to achieve a burst completiontime ratio of
undertwo for a buffer sizeof 5000packets.At thesamebuffer
size, the non-DRRpolicies achieve fairly poor ratios ranging
from

�?� � to : � � .
V. USABIL ITY OVER LARGE NETWORKS

A common questionis that though the simulation results
show goodperformacefor our configuration(1000sourcesand
500Mb/sbottlenecklink), will we still achieve thesameperfor-
mancewhenwe have20,000sourcesovera 10Gb/slink? Real-
istically, it is impracticalto simulatesuchlargenetwork config-
urations.However, we attemptto addressthis issueby showing
that, if the ratio of the buffer size to the link bandwidth-delay
productis held invariant, the performanceis fairly insensitive
to a wide rangeof changesin parameterssuchas numberof
sources,RTT andbottlenecklink capacities.In our study, we
varied the numberof sourcesfrom 10 to a 1000, RTT times
from 6msto 1.5sandbottlenecklink bandwidthsfrom 20Mb/s
to 3Gb/s.
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A. SimulationSetup

We usethe singlebottlenecklink configurationasshown in
Figure 2 as our basetopology. For eachset of experiments
(graphs),we evaluatefour differentfair-share windowsizes(2,
10, 50, 100) for a TCP source. We definefair-share window
sizeas the fair-sharebandwidthper TCP flow times the RTT.
The bottlenecklink buffer is set to the bandwidth-delayprod-
uct of thenetwork configuration.Thethreedifferentsimulation
scenarioswestudyareoutlinedbelow.

1. Varying bottleneck link bandwidth
For this experiment,we set the numberof sourcesto 100 and
vary the bottlenecklink bandwidthfrom 20Mb/s to 500Mb/s.
TheRTT is scaledalongwith thebottleneckbandwidthto main-
tain theconstantfair-sharewindow size.
2. Varying number of sources
For thisexperiment,wesettheRTT to 100msandvarythenum-
berof sourcesfrom 20to 500.Thebottlenecklink bandwidthis
scaledalongwith thenumberof sourcesto maintaintheconstant
fair-sharewindow size.
3. Varying RTT
For this experiment,we set the bottlenecklink bandwidthto
500Mb/sandvary the RTT from 6ms to 120ms. The number
of sourcesarescaledalongwith the RTT to maintainthe con-
stantfair-sharewindow size.
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B. Results

Figure8(a), 8(b) and8(c) show the effect on the meanfair-
sharegoodputpercentageachievedby theTCPflows usingTail
Drop policy andFigure8(d), 8(e) and8(f) show the effect on
TCP flows usingQSDRRpolicy. From the above graphs,it is
clearthat changingbottleneck-linkbandwidths,RTTs, number
of sourcesor fair-sharewindow sizeshasanegligible impacton
TCP goodputsover a congestedlink. This tells us that we can
reliablyapplyresultsfrom asmallerscalesimulationto a larger
scalescenario,assumingthatthesimulationsarefor similarfair-
sharebandwidths.

VI . CONCLUSION

This paperhasdemonstratedthe inherentweaknessesin cur-
rent queuemanagementpolicies commonly used in Internet
routers. Theseweaknessesinclude limited ability to perform
well underavarietyof network configurationsandtraffic condi-
tions, inability to provide a fair-sharingamongcompetingTCP
connectionswith differentRTTs andrelatively low link utiliza-
tion and goodputin routersthat have small buffers. In order
to addresstheseissues,we presentedTDRR andQSDRR,two
differentpacket-discardpoliciesusedin conjunctionwith asim-
ple, fair-queueingscheduler, DRR. Throughextensive simula-
tions,we showedthatTDRR andQSDRRsignificantlyoutper-

form REDandBlue for variousconfigurationsandtraffic mixes
in both the averagegoodputfor eachflow andthe variancein
goodputs.For verysmallbuffer sizes,in theorderof � � � �43 of
the bandwidth-delayproduct,we showed thatnot only did our
policiessignificantlyoutperformRED, Blue andTail Drop, but
thatthey wereableto achievenearoptimalgoodputandfairness.
We alsoshowedthatperformanceis insensitive to wide ranging
changesin network parameters.

REFERENCES

[1] E. Hashem, “Analysis of randomdrop for gateway congestioncontrol”,
Tech.Rep.LCS TR-465,Laboratoryfor ComputerScience,MIT, 1989.

[2] RobertMorris, “ScalableTCPCongestionControl”, in IEEE INFOCOM
2000, March2000.

[3] S.Floyd andV. Jacobson,“RandomEarlyDetectionGatewaysfor Conges-
tion Avoidance”,IEEE/ACM TransactionsonNetworking, vol. 1, no.4, pp.
397–413,Aug. 1993.

[4] S. Doran, “RED ExperienceandDifferentialQueueing”,NanogMeeting,
June1998.

[5] C. Villamizar andC. Song, “High PerformanceTCPin ANSNET”, Com-
puterCommunicationReview, vol. 24,no.5, pp.45–60,Oct.1994.

[6] W. Feng,D. Kandlur, D. Saha,andK. Shin, “Blue: A New Classof Active
QueueManagementAlgorithms”, Tech.Rep.CSE-TR-387-99,University
of Michigan,Apr. 1999.

[7] M. ShreedharandGeorgeVarghese,“Efficient Fair QueueingusingDeficit
RoundRobin”, in ACM SIGCOMM’95, Aug. 1995.

[8] P. McKenney, “StochasticFairnessQueueing”,Internetworking:Research
andExperience, vol. 2, pp.113–131,Jan.1991.

[9] AnshulKantawala andJonathanTurner, “Efficient QueueManagementof
TCPFlows”, Tech.Rep.WUCS-01-22,WashingtonUniversity, Aug. 2001.


