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Abstract— Multicast services can be provided either as
a basic network service or as an application-layer service.
Higher level multicast implementationsoften provide more
sophisticatedfeatures,and sincethey don’t requirenetwork
support for multicast, they can provide multicast services,
where no network layer support is available. Overlay multi-
cast networks offer an intermediate option, potentially com-
bining the flexibility and advanced featuresof application
layer multicast with the greater efficiency of network layer
multicast. Overlay multicast networks play an important
role in the Inter net. Indeed,sinceInter net ServiceProviders
have beenslow to enableIP multicast in their networks, In-
ternet multicast is only widely available as an overlay ser-
vice. Commercial overlay networks, which provide multi-
cast serviceshave also begun to appear. This paper, intr o-
ducesseveral routing algorithms that are suitable for rout-
ing in overly multicast networks and evaluates their per-
formance. The algorithms seekto optimize the end-to-end
delay and the interface bandwidth usage at the routing sites
within the overlay network. The interface bandwidth is typ-
ically a key resource for an overlay network provider, and
needsto be carefully managed in order to maximize the
number of usersthat can be served. Thr ough simulations,
we evaluate the performanceof thesealgorithms under var-
ious traffic conditions and on various network topologies.

Keywords— overlay network, load-balancing routing,
application-level multicast

I . INTRODUCTION

Multicast communicationis an importantpartof many
next generationnetworked applications,including video
conferencing, video-on-demand,distributed interactive
simulation(including large multiplayergames)andpeer-
to-peerfile sharing. Multicast servicesallow one host
to sendinformationto a large numberof receivers,with-
out beingconstrainedby its network interfacebandwidth.
This makesapplicationsmorescalableandleadsto more
efficient useof network resources.The limited network
layersupportfor multicastin theInternettoday, hasmade
it necessaryfor applicationsrequiring multicastservices
to obtainservicesat a higher level. In application layer
multicast, hosts participating in an application session
shareresponsibilityfor forwarding information to other
hosts[1–5]. While highly flexible, this approachplaces
a significant additional burden on hosts, and is not as

efficient as network-layer multicast. Overlay multicast
networksprovide multicastservicesthrougha setof dis-
tributedMulticastServiceNodes(MSN),whichcommuni-
catewith hostsandwith eachotherusingstandardunicast
mechanisms.Overlay networks effectively usethe Inter-
netasa lower level infrastructure,to provide higherlevel
servicesto endusers.Themulticastbackbone,Mbone[6],
is thebest-known multicastoverlaynetwork, but multicast
servicesarealsoapartof commercialoverlaynetwork ser-
vices,suchasAkamai[7] andiBeam[8].

Becauseoverlaymulticastnetworksarebuilt on topof a
generalInternetunicastinfrastructure,ratherthanpoint-to-
point links, theproblemof managingtheir resourceusage
is somewhat differentthanin networks that do have their
own links. Oneof theprincipal resourcesthatanoverlay
network mustmanageis the accessbandwidthto the In-
ternetat the MSNs’ interfaces. This interfacebandwidth
representsa major cost,andis typically the resourcethat
constrainsthenumberof simultaneousmulticastsessions
that an overlay network cansupport. Hence,the routing
algorithmsusedby an overlay multicastnetwork, should
seekto optimizeits use.

In addition to optimizing MSN interfacebandwidth,a
multicastrouting algorithmshouldensurethat the routes
selectedfor multicastsessionsdo not containexcessively
long paths, as such pathscan lead to excessively long
packet delays.However, theobjective of limiting delayin
a multicastnetwork canconflict with theobjective of op-
timizing the interfacebandwidthusage,somulticastrout-
ing algorithmsmuststrike anappropriatebalancebetween
theseobjectives. References[9] introducedthe overlay
multicastroutingproblemandstudiedtheperformanceof
two algorithms,usingsimulation. In this paper, we will
briefly review thesetwoalgorithmsandintroduceanew al-
gorithmicstrategy thattakesamoredirectapproachto op-
timizing theMSN interfacebandwidth.We describesev-
eralspecificalgorithmsbasedonthisstrategy andexamine
theperformanceof two of themin detail. Thealgorithms
areevaluatedusingsimulationanda rangeof traffic con-
ditionsandnetwork configurations.

The rest of the paperis organizedas follows: in sec-
tion II, we briefly presentthe two multicastroutingalgo-



rithms that weredevelopedearlier. Our new strategy for
overly multicastroutingis presentedin sectionIII. In sec-
tion IV, we comparetheperformanceof theseroutingal-
gorithmson differentnetwork topologiesandundervari-
oustraffic conditions. In sectionV, we discussissuesre-
latedto dynamicmembershipcontrolandimplementation
issues,and in sectionVI we discusssomeof the related
works.Finally weconcludein sectionVII.

I I . BACKGROUND

An overlaymulticastnetwork canbemodeledasacom-
pletegraphsincethereexistsa unicastpathbetweeneach
pair of MSNs. For eachmulticastsession,we createa
sharedoverlay multicasttreespanningall MSNs serving
participantsof a session,with eachtreeedgecorrespond-
ing to a unicastpath in the underlyingphysicalnetwork.
The amountof available interfacebandwidthat an MSN
imposesaconstrainton thedegreeof thatnodein themul-
ticasttree.We let �������
	��� denotethisdegreeconstraintat
node� .

Therearetwo naturalformulationsof theoverlaymulti-
castroutingproblem.Thefirst seeksto minimizediameter
while respectingthedegreeconstraints.

Definition1: Minimum diameter, degree-limited span-
ning tr eeproblem(M DDL )

Givenanundirectedcompletegraph ����	������� , a de-
greebound� ����� 	������� for eachvertex ����� andacost 	"!#��%$'& for eachedge !(�)� ; find a spanningtree *
of � of minimum diameter, subjectto the constraintthat
�,+-	���-./� �0�1� 	��� for all �2�3* .

The MDDL problemis NP-hard. Reference[9] intro-
duceda heuristicfor MDDL, referredto hereastheCom-
pact Tree (CT) algorithm. It is a greedyalgorithm and
builds a spanningtreeincrementally. We let 45	��� denote
the lengthof the longestpathfrom vertex � to any other
nodein thepartialtree * , constructedsofar. For eachver-
tex � thatis not yet in thepartialtree * constructedsofar,
we maintainan edge 67	���8�:9<;=�>�@? to a vertex ; in the
tree; ; is chosento minimize 4A	���B�  	�67	���>�CD45	�;E . At
eachstep,we selecta vertex � with thesmallestvalueof
4A	��� andadd it and the edge 67	��� to the tree. Then, for
eachvertex � , not yet in thetree,we update67	��� .

Thesecondnaturalformulationof theoverlaymulticast
routing problemseeksthe “most balanced”tree,that sat-
isfies an upperboundon the diameter. To explain what
is meantby “most balanced”,we first definethe residual
degree at node � with respectto a tree * as F�!#GH+0	���3�
� ����� 	���JIK�,+0	��� , where�,+�	��� is thedegreeof � in * . To
reducethelikelihoodof blockingafuturemulticastsession
request,weshouldchoosetreesthatmaximizethesmallest

residualdegree.Sincethesumof thedegreesof all multi-
casttreesis thesame,this strategy worksto “balance”the
residualdegreesof differentvertices.Any treethat max-
imizes the smallestresidualdegreeis a “most balanced”
tree.

Definition2: Boundeddiameter, residual-balancedspan-
ning tr eeproblem(L DRB)

Givenanundirectedcompletegraph ���L	��M���N , a de-
greebound � ����� 	��� for each�O��� , acost  	"!P���$ & for
each!8�Q� anda bound RS�T$U& ; find a spanningtree *
of � with diameter./R thatmaximizesV8WYX�ZH[]\^F�!_G + 	��� ,
subjectto the constraintthat ��+0	���`.a� �0�1� 	��� , for all
�2�b� .

Like theMDDL problem,theLDRB problemis NP-hard.
Reference[9] introduceda heuristicfor LDRB, referredto
hereastheBalancedCompactTree(BCT) algorithm.The
algorithmcanbeviewedasa generalizationof theCT al-
gorithm. Like the CT algorithm, it builds the tree incre-
mentally. However, at eachstepit first finds the c ver-
tices that have the smallestvaluesof 45	��� andfrom this
set,it selectsa vertex � with 67	���d�e9<;=�>�@? , which maxi-
mizesthesmallerof F�!#GH+f	�;g and F�!_G<+0	��� , where* is the
currentpartial tree. The parameterc may be varied to
trade-off thegoalsof residualdegreebalancinganddiam-
eterminimization.Specifically, when ch�ji , it is equiva-
lent to theCT algorithmandwhen c is equalto thenum-
berof verticesin themulticastsession,BCT concentrates
onbalancingtheresidualdegrees.Simulationstudieshave
shown thatfairly smallvaluesof c areeffectivein achiev-
ing goodbalance,withoutviolating thediameterbound.

We evaluateoverlaymulticastroutingalgorithmsusing
asimulationin whichnew multicastsessionsstartandend
at randomtimes. The primary performancemetric is the
fractionof sessionsthatarerejectedbecauseno multicast
routecanbe found,eitherdueto the failure to satisfythe
diameterboundor dueto theexhaustionof interfaceband-
width of at leastoneMSN. We alsoobtaina lower bound
on the rejectionprobability using a simulationin which
a multicastsessionis rejectedonly if the MSN interface
bandwidthrequiredby the sessionexceedsthe total un-
usedinterfacebandwidthatall MSNs(includingthosenot
involved in the session).Resultsreportedin [9] showed
that by distributing the load more evenly acrossservers,
the BCT algorithm rejectssubstantiallyfewer multicast
sessionsthantheCT algorithmon thesamenetwork con-
figuration. At themeantime, thereremaineda significant
gapbetweenthe achieved performanceand the potential
suggestedby the lower bound. While the boundwasnot
expectedtobetight, thesizeof thegapsuggestedthatthere
wasroomfor improvement.In thenext section,we intro-



duceanew strategy for overlaymulticastroutingthatleads
to analgorithmwith uniformly betterperformance.

I I I . BALANCED DEGREE ALLOCATION

Theincrementalnatureof theBCT algorithmpreventsit
from achieving thebest-possibleresidualdegreebalance.
BalancedDegreeAllocation (BDA) is a strategy for con-
structingmulticasttreesthatapproachestheproblemin a
fundamentallydifferentway. It startsby determiningthe
idealdegreeof eachnodein themulticastsession,with re-
spectto theobjective of maximizingthesmallestresidual
degree.

To statethe strategy precisely, we needto stretchour
definitionof theresidualdegreeof a vertex. Let k denote
themulticastsessionfanout.First,wedefineadegreeallo-
cation �5l to bea functionfrom theverticesof a multicast
sessionto thepositive integersthatsatisfiestwo properties:
(1) m Z �nl�	���M�po�	"k0IOi_ and(2) thereareat leasttwo ver-
tices ; and � with � l 	�;E'�q� l 	���B�ri . A partialdegree
allocationis a similar function in which thefirst property
is replacedwith m Z �5l0	���8.Lo�	"k�Ipi_ . Now, definethe
residualcapacityof avertex with respectto apartialdegree
allocation�5l as F�!#G_lf	���f�s� �0�1� 	���tIu�5l0	��� .

Wecancomputeadegreeallocationthatmaximizesthe
smallestresidualdegreeasfollows.v For each vertex � in the multicast session,initialize
�nl�	��� to 1.v While m Z �5l0	���xwyo�	"kzI/i_ selectavertex � thatmax-
imizes F�!_G l 	��� andincrement� l 	��� .
This procedureactually does more than maximize the
smallestresidualdegree. It producesthe most balanced
possiblesetof residualdegrees,asillustratedin Figure1.
It shows how the degree allocation increaseswith the
residualdegreeof anode.

m k

k−
2

R
es

id
ua

l D
eg

re
e

Fig. 1. BalancedDegreeAllocation

Given a degreeallocationfor a tree,we would like to
constructa treein whichtheverticeshave theassignedde-
greesandwhich satisfiesthe limit on thediameter. There
is a generalprocedurefor generatinga treewith a given
degreeallocation,which is describedbelow.

The procedurebuilds a treeby selectingeligible pairs
of vertices,andaddingthe edgejoining themto a setof
edges{ that, when complete,will definethe tree. The

sparedegreeof a vertex � , is �nl-	��� minusthenumberof
edgesin { that are incident to vertex � . At any point in
the algorithm, the edgesin { definea set of connected
components.A pair of vertices9<;=�>�
? is aneligible pair if
thefollowing conditionsaresatisfied.
v ; , � arenot in thesamecomponent;v both ; , � have sparedegree |pi ;v either, thereareonly two componentsremaining,or the
summationof thesparedegreeof theverticesin thecom-
ponentscontaining; and � is greaterthan2.

This processis guaranteedto producea tree with the
givendegreeallocation,andall treeswith thegivendegree
allocationarepossibleoutcomesof the process.We can
getdifferentspecifictreeconstructionalgorithmsby pro-
viding differentrulesfor selectingthevertices; and � .

Onesimpleandnaturalrule is to selecttheclosestpair ;
and � . Call this theClosestPair (CP)algorithm.Sincethe
CPalgorithmdoesnothingto directlyaddresstheobjective
of diameterminimization, it may not producea tree that
meetsthediameterbound.An alternative selectionrule is
to selectthepair 9<;7�>�@? thatresultsin thesmallestdiameter
componentin thecollectionof componentsconstructedas
thealgorithmprogresses.This algorithmis referredto as
theCompactComponent(CC)algorithm.

One can also usea selectionrule that builds a single
tree incrementally. In this rule, we considerall eligible
pairsof vertices ; and � , that either ; is in the treebuilt
so far, or � is in the tree,but not both. Among all such
pairs,we pick theonethatresultsin thesmallestdiameter
tree.This procedureis repeatedfor every choiceof initial
vertex, andthesmallestdiametertreekept.Thisalgorithm
is thesameastheCT algorithmdescribedbefore,but with
theoriginal inputdegreeconstraint� �0��� replacedwith the
muchtighterdegreeallocation �nl .

Any of theselectionrulesdescribed,will producea tree
with thedesireddegreeallocation.However, theresulting
treemaynotsatisfytheboundondiameter. Wecanreduce
thediameterof thetreesgeneratedby usingalessbalanced
degreeallocation.To reducethediameter, wecanincrease
the degreeallocationof “central vertices”while decreas-
ing the degreeallocationof “peripheralvertices.” Unfor-
tunately, we have found that naturalstrategiesfor adjust-
ing degreeallocationsleadto only marginal improvement
in thediametersof the resultingtrees.It appearsdifficult
to find gooddegreeallocations,independentlyof the tree
building process.We have found that a moreproductive
approachis to usea “loose degreeallocation” andallow
the tree-building processto constructa suitabletree sat-
isfying thedegreelimits imposedby the looseallocation.
Loosedegreeallocationsare derived from the most bal-
ancedallocationby allowing smallincreasesin thedegrees



of vertices.
By combiningthe treebuilding procedure,with a spe-

cific rule for selectingeligible pairs anda procedurefor
“loosening”adegreeallocation,wecandefineiterativeal-
gorithmsfor the overlay multicastrouting problem. We
startwith abalanceddegreeallocationandbuild a treeus-
ing that allocation. If the resultingtree satisfiesthe di-
ameterbound,we stop. Otherwisewe loosenthe degree
allocationandbuild anew tree.If this treesatisfiesthedi-
ameterbound,we stop. Otherwisewe continueto loosen
thebound,stoppingwhenwefind atreewith smallenough
diameter, or until a decisionis madeto terminatethepro-
cessandgive up.

Thedegreelooseningprocedureincreasesby 1, thede-
greeallocationof up to } vertices,where } is a parameter.
Thefirst applicationof theprocedureadds1 to thedegree
allocationof the } mostcentralvertices. If incrementing
the degreeallocationfor a vertex � would causeits de-
greeallocationto exceedthedegreeboundfor � , then � ’s
degreeallocationis left unchanged.A vertex ; is more
central than a vertex � if its radius ~��5�
�  	�9<;7�>��?P%w
~��5� �  	�9<���>��?P . Thesecondroundof theprocedureadds
1 to thenext } mostcentralvertices(again,solong asthis
wouldnotcausetheirdegreeboundsto beexceeded).Sub-
sequentapplicationsaffect the degreeboundsof succes-
sive groupsof } vertices,andtheprocesswrapsaroundto
themostcentralvertices,afterall verticeshave beencon-
sidered.Theprocesscanbe stoppedaftersomespecified
numberof applicationsof thedegreelooseningprocedure,
or after all degreeallocationshave beenincreasedto the
smallerof their degreeboundsand k�Ipi where k is the
numberof vertices.

If weselecteligiblepairsfor whichtheconnectingedge
hasminimum cost, the resultingalgorithmis called Iter-
ative ClosestPair (ICP) algorithm. If we selecteligible
pairssoasto minimizethediameterof theresultingcom-
ponent,thealgorithmis calledIterativeCompactCompo-
nent(ICC) algorithm.In theIterativeCompactTree(ICT)
algorithm,weselecteligiblepairs,with onevertex of each
pair in a single treebeingconstructed,and the otherse-
lectedto minimize the tree diameter. This procedureis
repeatedfor all possibleinitial vertices.

An exampleexecutionof the ICT algorithmappearsin
Figure2. For simplicity, we usedgeographicaldistanceas
routing costanda diameterboundof 8000km. Initially,
the BDA output dictatesthe creationof a star topology
with New York City as the centerwith degreeof 7; this
exceedsthediameterbound.In thesecondround,thede-
greeallocationof the threenodeswith small radius,Las
Vegas,Phoenix,Louisville, is loosenedby 1; this results
in a smallerdiametertreesatisfyingthe diameterbound.

Las Vegas (1)

Miami (1)

New York City (7)

Washington D. C. (1)

Portland (1)

St. Petersburg (1)

Louisville (1)

Phoenix (1)

(a) LongestPath: Portland � New York � Phoenix;
Length= 9416.67km

Miami (1)

New York City (7)

Washington D. C. (1)

Portland (1)

St. Petersburg (1)

Louisville (2)

Phoenix (2)

Las Vegas (2)

(b) LongestPath: Portland� LasVegas � Phoenix�
Louisville � New York � St. Petersburg; Length =
7823.64km

Fig. 2. An Exampleof theICT Algorithm with DegreeAdjust-
ment

We observe that the actualdegreeallocationis still close
to thebalanceddegreeallocation.

IV. EVALUATION

This sectionreportssimulationresultsfor the overlay
multicastrouting algorithmsdescribedabove. We report
resultsfor threenetwork topologiesanda rangeof mul-
ticastsessionsizes. The principal performancemetric is
the multicastsessionrejectionrate. We alsoevaluatethe
multicasttreediameterandcomputationtimesof thealgo-
rithms.Comparisonswith theCT andBCT algorithmsare
alsoincluded.

A. SimulationSetup

We have selectedthreeoverlay network configurations
for evaluationpurposes.Thefirst (calledthemetroconfig-
uration)hasan MSN at eachof the 50 largestmetropoli-
tan areasin the United States[10]. The “traffic den-
sity” at eachnodeis proportionalto thepopulationof the
metropolitanareait serves. We usea Poissonsessionar-
rival processandthesessionholdingtimesfollow aPareto
distribution. Sessionfanoutsfollow a truncatedbinomial
distributionwith aminimumof 2 andmaximumof 50,and
meansvariedin differentresultsets.All multicastsessions
areassumedto have thesamebandwidth.DifferentMSNs
were assigneddifferent interfacebandwidths,depending



on their traffic densityandtheir location. MSNs in more
centrallocationsareassignedhigherinterfacebandwidths
thanthosein lesscentrallocations,sinceit ismoreefficient
for multicastsessionsto branchout from theselocations
thanfrom themoreperipherallocations.Theassignment
of interfacebandwidthat MSNs is critical to the perfor-
manceof theroutingalgorithms.Wehavedimensionedthe
network to bestcarrya projectedtraffic loadgivena spe-
cific routingalgorithm.Detailsof theMSN dimensioning
processcanbefoundin [9].

Themetroconfigurationwaschosento berepresentative
of arealisticoverlaymulticastnetwork. However, likeany
realisticnetworks,it is somewhatidiosyncratic,sinceit re-
flectsthe locationsof populationcentersandthediffering
amountsof traffic they produce. The other two configu-
rationswerechosento bemoreneutral.Thefirst of these
consistsof 100 randomlydistributednodeson a disk and
thesecondconsistsof 100randomlydistributednodeson
the surfaceof a sphere. In both cases,all nodesareas-
sumedto have equaltraffic densities.In thedisk,asin the
metroconfiguration,the MSN interfacebandwidthsmust
bedimensioned,but in thiscaseit is justa node’s location
thatdeterminesits interfacebandwidth.In thespherecon-
figuration,all nodesareassignedthesameinterfaceband-
width, sincethereis no nodethatis morecentralthanany
other.

The threenetwork configurationsareillustratedin Fig-
ure3. In all configurations,thegeographicaldistancebe-
tweentwo nodesis takenasthecostof includinganedge
betweenthosenodesin themulticastsessiontree.

B. Comparisonof TreeBuildingTechniques

In the previous section,we suggestedthreebasictree
building techniques:selectingtheclosestpair (CP),select-
ing thepair thatminimizesthecomponentdiameter(CC),
and selectingthe pair that minimizes the single tree di-
ameter(CT). The iterative versionsof thesealgorithms,
namely ICP, ICC and ICT, seekto satisfy the diameter
bound by looseningthe degree allocation producedby
BDA. In this section,we examinetheir performancesen-
sitivities to differentdiameterboundsand to the number
of roundsallowed for degreeadjustment.Thesimulation
usesthemetroconfigurationasthenetwork topologyand
asessionfanoutof 10.

Figure4 shows thesessionrejectionratesversusthera-
tio of thediameterboundto themaximuminter-city delay
(6000km). In this simulation,we allow eachalgorithm
to loosenthe degreeallocationasmany roundsaspossi-
ble,until it reachesthesmallerof nodes’degreeboundsor
k�IDi , where k is thesessionsize. Thehorizontalline la-
beledasBDA, shows therejectionrateusingthebalanced
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(a) 50LargestU.S.MetropolitanAreas

(b) Disk Configuration (c) SphereConfiguration

Fig. 3. OverlayNetwork Configurations

degreeallocationstrategy, but ignoringthediameterof the
resultingtree.

As thelargecitiesin thismaparealongthecoastalareas,
themajority of thesessionswill spanacrossthecontinent.
Therefore,it is difficult to find a multicasttree for these
sessionswhenthediameterboundis tight, resultingin very
high rejectionratesfor all algorithms.However, asthedi-
ameterboundis relaxed,therejectionrateimprovesfor all
thealgorithms,with the iterative algorithmsall achieving
essentiallythe sameperformancefor diameterboundsof
morethan1.8 timesthemaximuminter-city distance.At
intermediatediameterbounds,theICT andBCT algorithm
performsbetter than the ICC and ICP algorithms. This
suggeststhatbuilding from a singletree,asbothICT and
BCT do, is moreeffective in minimizing the treediame-
ter. TheBCT algorithmdoesnot allocateits nodedegree
beforebuilding the tree; rather, it seeksto maximizethe
residualbandwidthas the algorithm progress. For large
diameterbounds,BCT is not able to reduceits rejection
rateasmuchasthealgorithmsusingbalanceddegreeallo-
cation.

Figure5 shows therejectionratio versusthemaximum
numberof degreeadjustmentroundsallowed in ICP, ICC
andICT. Thediameterboundis fixedat 8000km for this
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simulation. In eachdegreeadjustmentround,thenumber
of verticesbeing adjustedis 3. Generally, the ICP and
ICC algorithmsonly benefitfrom theveryfirst few rounds
of degreeadjustment,which allows nearbynodesto be
joined togetherto form collectionsof small forests. The
additionalroundsof degreeadjustmenthave no effect on
themandthe rejectionratesremainrelatively high. Con-
trarily, the ICT algorithmbenefitsgreatly from the addi-
tional roundsof degreeadjustment.It is ableto utilize the
increaseddegreeallocationat the centrally locatednodes
andform smallerdiametertrees.

We concludein this subsectionthat the ICT algorithm,
when combinedwith the degreelooseningprocedure,is
moreeffective at producingsmalldiametertreesthanICP
andICC. In therestof thispaper, wewill focusourevalua-
tion mainly on theICT algorithm.However, ICT’sgreater
effectivenesscomeswith a cost of addedcomplexity, as
it iteratesthrougheachpossiblestartingvertex in orderto
find thebesttree. We will analyzethecomputationalcost
of theICT algorithmlaterin thesection.

C. PerformanceResults– RejectionRate

Figure6 showsthesessionrejectionratesversusoffered
load for a subsetof the overlay multicast routing algo-
rithms presentedearlier. The chartsalso includea lower
boundon the rejectionfraction that wasobtainedby run-
ning asimulationin which asessionis rejectedonly if the
sum of the degreeboundsat all nodesin the network is
lessthan o�	"k2Isi_ where k is thenumberof nodesin the
sessionbeingsetup. The lower boundcurvesarelabeled
LB. Theresults,labeledBDA, areobtainedusingthebal-
anceddegreeallocationstrategy, andignoringthediameter
of theresultingtree.Weconjecturethatthisalsorepresents
a lower boundon the bestpossiblerejectionfraction that
canbeobtainedby any on-lineroutingalgorithm.It is cer-
tainly a lower boundfor algorithmsbasedon thebalanced
degreeallocationstrategy.

For thesecharts,thediameterboundfor themetrocon-
figuration is 8000 km which is approximately1.5 times
the maximumdistancebetweennodes. For the disk and
spheretopology, theboundis two timesthedisk diameter
andthreetimes the spherediameter;eachis abouttwice
the maximumdistancebetweenany two nodes. The to-
tal interfacebandwidthfor all MSNs is 10,000timesthe
bandwidthconsumedby a singleedgeof a multicastses-
siontree.So,in thesphere,eachMSN cansupporta total
of 100multicastsessionedgesandfor themetroconfigu-
ration,theaveragenumberis 200.

Overall, the resultsshow that the algorithmsthat seek
to balancetheresidualdegreeusuallyperformmuchbetter
than the CT algorithm, which merely seeksto minimize
the diametersubjectto a constrainton the maximumde-
greeboundof a node( � ����� 	��� ). Theperformanceof CT
is particularly poor in the fanout20 case,sinceit tends
to createnodeswith large fanoutleadingto highly unbal-
ancedresidualdegreedistributions.

Looking down each column, we see that the lower
boundincreaseswith the fanout. This simply reflectsthe
factthateachsessionconsumesa larger fractionof theto-
tal interfacebandwidth.For thesphere,therejectionfrac-
tion also increaseswith fanoutfor the BDA curve. This
makessenseintuitively, sinceasthefanoutgrows,oneex-
pectsit to be more difficult to find balancedtreeswith
small enoughdiameter. In the disk and metro configu-
rations,it is lessclearwhy the BDA curve changeswith
fanoutasit does.Part of theexplanationfor theobserved
behavior is thatthenetwork dimensioningprocessis based
on an assumedtraffic load, andin particular, an assumed
multicastsessionfanoutof 10. Whenthesimulatedtraffic
hasthesamefanoutdistribution astheoneusedto dimen-
sionthenetwork, we getsmallerrejectionrates.However,
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Fig. 6. RejectionFractionComparison

thereis a somewhat surprisingdeteriorationof the rejec-
tion ratefor smallfanout,particularlyin themetronetwork
case.Theapparentexplanationfor this is thatwith small
fanouts,we often get sessionsinvolving MSNs nearthe
eastandwestcoasts,but nonein the centerof the coun-
try. Suchsessionsareunableto exploit theampleunused
bandwidthdesignedinto the more centralMSNs, based
on a larger averagefanout. A similar effect is observed
with thedisk, but it is moreextremein themetroconfig-
urationbecauseof thegreaterpopulationdensitieson the
coasts,andalsothesmallerratio of thediameterboundto
themaximuminter-MSN distance(1.5vs. 2).

The curves for the ICT algorithm are generallyquite
closeto theBDA curves,leaving little apparentroom for
improvement.Therearesmallbut noticeablegapsin afew

cases.For the metroconfiguration,the gapsfor fanout5
and20 aremost probablydue to the differencebetween
the averagefanoutof the simulatedtraffic andthe fanout
usedfor dimensioning.This explanationdoesnot account
for thegapin thesphereconfigurationfor fanout20,since
in thesphere,all nodeshavethesameinterfacebandwidth.
Themostplausibleexplanationseemsto bethatwith large
fanout,it just becomesintrinsically moredifficult to find
treesthatsatisfythediameterbound.

In threeoutof theninecasesshown, theBCT algorithm
performsnearlyaswell asthe ICT algorithm. Its perfor-
mancerelative to ICT is worst for thesphereandbestfor
themetroconfiguration.
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Fig. 7. End-to-endDelayperformance

D. PerformanceResults– TreeDiameter

Next, we investigatethe performanceof thesealgo-
rithms in termsof the tree diameterthey created. Fig-
ure 7 shows the cumulative distribution of the treediam-
eterscaledto the diameterboundusedin the algorithms.
The fanoutusedhereis 10 persession.Also, we show in
a table the meanandvarianceof the treediameterusing
unscaledvalue.

We observe that the diameterperformanceof the BCT
algorithmis asgoodasthatof theCT algorithm;thedif-
ferenceis almostindiscernible.The ICT algorithmdoes,
however, show a performancedegradationon the treedi-
ameter. Especiallyin thesphere,ICT generatestreeswith
diametermuchlargerthanthosegeneratedby theothertwo
algorithms.This is dueto thattraffic loadtendsto bemore
evenly distributedin thesphereandBDA is very effective
at equalizingthe availablecapacityat eachMSN, that it
tendsto producedegreeallocationswith largenumbersof
verticesof degree2, resultingin longpaths.

Thedifferentperformanceperspective of ICT vs. BCT
suggeststhatit is possibleto useBCT for applicationses-
sions that require better end-to-enddelay performance,
anduseICT algorithmfor others. Although we have not
investigatedthe systemutilization when both algorithms
aredeployed,weconjecturethatit shouldprobablydobet-
ter thantheBCT algorithm.

E. Complexity of theICT Algorithm

Although the ICT algorithms gives superior perfor-
manceon the overall systemutilization and can satisfy
the diameterboundin most cases,it potentially hasthe
disadvantageof highercomputationalcomplexity, which

in reality may be hard to implement. Especiallywith a
morestringentdiameterbound,asthealgorithmcontinues
to loosenthenodes’degreeallocationin a roundby round
basisin order to searchfor an appropriatetree,the com-
plexity goeshigheraswell astherejectionratio.
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Fig. 8. ComputationComplexity of theICT Algorithm

In Figure8, weplottedthecomputationrequirementfor
the ICT algorithmon a disk topologywith sessionfanout
equalto 10. The top half of thefigureshows thepercent-
ageof sessionsthatrequiredegreeadjustment;andthebot-
tom half shows theaveragenumberof roundsiteratedfor
thesesessions.We observe that the actualnumberof ad-
ditional roundsis reasonablylow. For instance,if thedi-
ameterboundis 1.7 timesthe disk diameter, 10% of the
sessionsrequirean averageof 2 roundsof degreeadjust-
ment.However, if thediameterboundis too stringent,the
extra roundsof degreeadjustmentdo nothelpmuchin re-
ducingthesessionrejectionrate(notshown). Therefore,it



is importantto pick a suitablediameterboundfor a topol-
ogy sothat thealgorithmcanoperatemoreefficiently and
moreeffectively. From our experience,a boundof twice
themaximumdistancebetweenany pair of nodesseemto
beagoodchoicein all threenetwork configurations.

V. DISCUSSIONS

In ourcurrentsimulationmodel,wehavenotconsidered
the dynamicsessionmemberships.The main difference
when incorporatingdynamicmemberjoin and leave re-
quests,is thatwhenanodeno longerhasdirectlyattached
endusersbut only serves asa transitnode,therecanbe
differentchoicesaswhetherto removetheserverandif re-
move, whento remove it. The removal operationshould
besuchthatit doesnotcauseany servicedisruptions.This
couldbedifficult if thenodehasa large fanout.Conceiv-
ably, thenodecanonly beremovedwhenall its upstream
anddownstreamnodesareconnectedin an optimal way.
Or, we candecideto remove a nodeonly if it hasa fanout
of two. In any case,the time it takesto stabilizethenew
connectionsis crucialto theperformance,yet this timedu-
rationalsodependson a varietyof parametersandis hard
to simulatein ameaningfulway.

The issue of implementingthe algorithms in a dis-
tributed fashionalso needsto be addressed. If imple-
mentedin a fully distributed fashion,the proposedalgo-
rithmsrequiresynchronizedupdateattheendof eachnode
additionto thetree,whichis potentiallyinefficientandun-
scalable.Alternatively, if it is implementedin a central-
ized way, i.e. let one of the MSNs computethe routes
and inform othersto connectasa tree,we caneliminate
many messageexchangesandotherhazardsfor statesyn-
chronizationnecessaryfor a distributedcomputation.We
shouldpoint out that thecentralizedversiondoesnot cre-
ate a single point of failure, as eachsessionis likely to
selecta different delegate for tree computation. More
over, asoverlaynetwork serverspotentiallyhaveimprecise
informationfrom end-to-endmeasurements,a distributed
implementationonly increasestherisk of computinganer-
roneoustree,suchasa loopor partitionin thetree.There-
fore, we think thata delegation-basedschemeis moreap-
propriatefor overlaynetwork routing.

VI. RELATED WORK

TheMulticastBackbone(Mbone)[6], is thebestknown
and widely adoptedmulticast overlay network. The
Mbone is implementedas tunnelsat the network layer
and implementsdistancevector multicast routing proto-
col [11]. Otherstandardrouting protocolsinclude: core-
basedtree (CBT) [12], protocol independentmulticast
(PIM) [13] and most recently, sourcespecific multicast

(SSM) [14]. All of theserouting protocolsbuild short-
estpathtreesfrom datasourcesor from thecorenodeof a
session,to minimizenetwork cost.

Therearea numberof application-level multicastser-
vices appearingin recent literatures,mostly due to the
dwindling usageon the Mbone and the slow deploy-
mentof network multicastservices.Theflexibility of the
application-level multicastservicesallow theroutingpol-
icy to bechangedbasedon thetargetapplicationrequire-
ment.For example,Scattercast[15] usesdelayastherout-
ing cost andbuilds shortestpath tree from datasources;
Overcast[4] explicitly measuresavailable bandwidthon
an end-to-endpath and builds a multicast tree by maxi-
mizing theavailablebandwidthfrom thesourceto there-
ceivers; andEndsystemmulticast[1] usesa combination
of delayandavailablebandwidth,andprioritizesavailable
bandwidthoverdelaywhenselectinga routingpath.

In this paper, we have definedinterfacebandwidthas
our primary routing metric. The path selectionpolicies
seekto optimizetheusageof interfacebandwidthof MSNs
while satisfyingtheend-to-enddelayperformanceof indi-
vidual session.As a result,our routing algorithmsdiffer
fundamentallyfrom all of theaboves.

VII . CONCLUSIONS

In this paper, we presentedseveral multicast routing
algorithmsthat arespecificallydesignedfor overlay net-
works, where the routing metric and cost model differ
drasticallyfrom conventionalnetworks. We addressthese
differencesmainly astwo parameters:loadbalancingand
end-to-enddelaybound. Our evaluationshowed that it is
possibleto achieve a large gain on the systemutilization
without sacrificingmuchon the end-to-enddelayperfor-
manceand the algorithmsare robust undertraffic varia-
tionsandtopologyvariations.

As the overlay network conceptis applicablein many
areas,therearemorevarietiesin the actualrouting algo-
rithms,asthey haveto considermany differentparameters,
suchasfault toleranceandrouteredundancy. Wehopeour
work will provide somegroundwork for futurealgorithm
designandevaluations.
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