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Abstract— Multicast services can be provided either as
a basic network service or as an application-layer sewice.
Higher level multicast implementations often provide more
sophisticatedfeatures,and sincethey don’t require network
support for multicast, they can provide multicast services,
where no network layer support is available. Overlay multi-
cast networks offer an intermediate option, potentially com-
bining the flexibility and advanced featuresof application
layer multicast with the greater efficiency of network layer
multicast. Overlay multicast networks play an important
rolein the Inter net. Indeed, sincelnter net Service Providers
have beenslow to enablelP multicast in their networks, In-
ternet multicast is only widely available as an overlay ser
vice. Commercial overlay networks, which provide multi-
cast sewvices have also begunto appear. This paper, intr o-
ducesseveral routing algorithms that are suitable for rout-
ing in overly multicast networks and evaluates their per-
formance. The algorithms seekto optimize the end-to-end
delay and the interface bandwidth usage at the routing sites
within the overlay network. The interface bandwidth is typ-
ically a key resource for an overlay network provider, and
needsto be carefully managedin order to maximize the
number of usersthat can be sewved. Through simulations,
we evaluate the performance of thesealgorithms under var-
ioustraffic conditions and on various network topologies.

Keywords— overlay network, load-balancing routing,
application-level multicast

I. INTRODUCTION

Multicast communicationis animportantpart of mary
next generationnetworked applications,including video
conferencing, video-on-demand distributed interactve
simulation(including large multiplayergames)and peer
to-peerfile sharing. Multicast servicesallow one host
to sendinformationto a large numberof recevers, with-
out beingconstrainedy its network interfacebandwidth.
This makesapplicationsmore scalableandleadsto more
efficient useof network resources.The limited network
layer supportfor multicastin the Internettoday hasmade
it necessaryor applicationsrequiring multicastservices
to obtainservicesat a higherlevel. In applicationlayer
multicast hosts participating in an application session
shareresponsibilityfor forwarding information to other
hosts[1-5]. While highly flexible, this approachplaces
a significant additional burden on hosts, and is not as

efficient as network-layer multicast. Overlay multicast
networksprovide multicastservicesthrougha setof dis-
tributedMulticastServiceNodegdMSN), which communi-
catewith hostsandwith eachotherusingstandardunicast
mechanisms.Overlay networks effectively usethe Inter
netasa lower level infrastructureto provide higherlevel
servicedo endusers.ThemulticastbackboneMbone][6],
is thebest-knavn multicastoverlay network, but multicast
servicesarealsoa partof commerciabverlaynetwork ser
vices,suchasAkamai[7] andiBeam][8].

Becaus@verlaymulticastnetworksarebuilt ontop of a
generalnternetunicasinfrastructureratherthanpoint-to-
pointlinks, the problemof managingheir resourcausage
is somavhatdifferentthanin networks thatdo have their
own links. Oneof the principal resourceghatan overlay
network mustmanageis the accessandwidthto the In-
ternetat the MSNs' interfaces. This interface bandwidth
represents major cost,andis typically the resourcethat
constrainghe numberof simultaneousnulticastsessions
that an overlay network cansupport. Hence,the routing
algorithmsusedby an overlay multicastnetwork, should
seekto optimizeits use.

In additionto optimizing MSN interface bandwidth,a
multicastrouting algorithm shouldensurethat the routes
selectedor multicastsessionglo not containexcessiely
long paths, as such pathscan lead to excessiely long
paclet delays.However, the objective of limiting delayin
a multicastnetwork canconflict with the objective of op-
timizing the interfacebandwidthusage so multicastrout-
ing algorithmsmuststrike anappropriatdalancebetween
theseobjectves. Referenceg9] introducedthe overlay
multicastrouting problemandstudiedthe performanceof
two algorithms,using simulation. In this paper we will
briefly review thesawo algorithmsandintroduceanew al-
gorithmicstratgy thattakesa moredirectapproactio op-
timizing the MSN interfacebandwidth. We describeser-
eralspecificalgorithmsbasedn this stratgy andexamine
the performanceof two of themin detail. The algorithms
areevaluatedusingsimulationanda rangeof traffic con-
ditionsandnetwork configurations.

The restof the paperis organizedasfollows: in sec-
tion I, we briefly presentthe two multicastrouting algo-



rithms that were developedearlier Our new stratgy for

overly multicastroutingis presentedh sectionlll. In sec-
tion IV, we comparethe performanceof theserouting al-

gorithmson differentnetwork topologiesand undervari-

oustraffic conditions. In sectionV, we discussssuese-

latedto dynamicmembershigontrolandimplementation
issues,andin sectionVI we discusssomeof the related
works. Finally we concluden sectionVil.

II. BACKGROUND

An overlay multicastnetwork canbemodeledasacom-
pletegraphsincethereexists a unicastpathbetweeneach
pair of MSNs. For eachmulticastsessionwe createa
sharedoverlay multicasttree spanningall MSNs serving
participantsof a sessionwith eachtreeedgecorrespond-
ing to a unicastpathin the underlyingphysicalnetwork.
The amountof available interface bandwidthat an MSN
imposesa constrainton the degreeof thatnodein themul-
ticasttree.Welet d,,,q, (v) denotethis degreeconstraintat
nodewv.

Therearetwo naturalformulationsof the overlay multi-
castroutingproblem.Thefirst seekdo minimizediameter
while respectinghe degreeconstraints.

Definition1: Minimum diameter, degree-limited span-
ning treeproblem (MDDL)

GivenanundirecteccompletegraphG = (V, E), ade-
greeboundd,,,,, (v) € N for eachvertex v € V andacost
c(e) € Z* for eachedgee € F; find a spanningtree T
of G of minimum diameter subjectto the constraintthat
dr(v) < dpag(v) forallv € T.

The mDDL problemis NP-hard. Referencd9] intro-
duceda heuristicfor MDDL, referredto hereasthe Com-
pact Tree (CT) algorithm. It is a greedyalgorithm and
builds a spanningtreeincrementally We let §(v) denote
the length of the longestpathfrom vertex v to ary other
nodein the partialtreeT’, constructedofar. For eachver
tex v thatis notyetin the partialtreeT constructedofar,
we maintainan edgeX(v) = {u,v} to avertex u in the
tree;u is chosento minimize d(v) = ¢(A(v)) + d(u). At
eachstep,we selecta vertex v with the smallestvalue of
d(v) andaddit andthe edge)(v) to the tree. Then,for
eachvertex v, notyetin thetree,we updatei(v).

Thesecondhaturalformulationof the overlay multicast
routing problemseeksthe “most balanced’tree, that sat-
isfies an upperboundon the diameter To explain what
is meantby “most balanced” we first definethe residual
degree at nodewv with respectto atreeT” asresr(v) =
dmaz(v) — dr(v), wheredr (v) is thedegreeof v in T'. To
reducehelik elihoodof blockingafuturemulticastsession
requestwe shouldchoosdreesthatmaximizethesmallest

residualdegree.Sincethe sumof the degreesof all multi-
casttreesis the same this stratgyy worksto “balance”the
residualdegreesof differentvertices. Any treethat max-
imizesthe smallestresidualdegreeis a “most balanced”
tree.

Definition2: Boundeddiameter, residual-balancedspan-
ning treeproblem (L DRB)

GivenanundirecteccompletegraphG = (V, E), ade-
greeboundd,,., (v) for eachv € V, acostc(e) € Z+ for
eache € F andaboundB € ZT; find aspanningreeT
of G with diameter< B thatmaximizesmin,cy resr(v),
subjectto the constraintthat dp(v) < duez(v), for all
veV.

LikethembDDL problem,theLDRB problemis NP-hard.
Referencd9] introduceda heuristicfor LDRB, referredto
hereasthe BalancedCompacfTree(BCT) algorithm.The
algorithmcanbe viewed asa generalizatiorof the CT al-
gorithm. Like the CT algorithm, it builds the treeincre-
mentally However, at eachstepit first finds the M ver
tices that have the smallestvaluesof é(v) andfrom this
set,it selectsavertex v with A(v) = {u, v}, which maxi-
mizesthesmallerof resy(u) andresr(v), whereT is the
currentpartial tree. The parameterM may be varied to
trade-of the goalsof residualdegreebalancinganddiam-
eterminimization. SpecificallywhenM = 1, it is equiva-
lentto the CT algorithmandwhen M is equalto thenum-
ber of verticesin the multicastsessionBCT concentrates
onbalancingheresidualdegrees.Simulationstudieshave
shawvn thatfairly smallvaluesof M areeffectivein achies-
ing goodbalancewithout violating the diametertbound.

We evaluateoverlay multicastrouting algorithmsusing
asimulationin which new multicastsessionstartandend
at randomtimes. The primary performancanetricis the
fraction of sessionghatarerejectedbecausano multicast
route canbefound, eitherdueto the failure to satisfythe
diameteboundor dueto the exhaustionof interfaceband-
width of atleastoneMSN. We alsoobtaina lower bound
on the rejection probability using a simulationin which
a multicastsessionis rejectedonly if the MSN interface
bandwidthrequiredby the sessionexceedsthe total un-
usedinterfacebandwidthat all MSNs(includingthosenot
involved in the session). Resultsreportedin [9] shaved
that by distributing the load more evenly acrossseners,
the BCT algorithm rejects substantiallyfewer multicast
sessionghanthe CT algorithmon the samenetwork con-
figuration. At the meantime, thereremaineda significant
gap betweenthe achiered performanceand the potential
suggestedby the lower bound. While the boundwas not
expectedo betight, thesizeof thegapsuggestethatthere
wasroomfor improvement.In the next section,we intro-



duceanew stratgyy for overlaymulticastroutingthatleads
to analgorithmwith uniformly betterperformance.

Theincrementahatureof the BCT algorithmpreventsit
from achieving the best-possibleesidualdegreebalance.
BalancedDegree Allocation (BDA) is a stratgy for con-
structingmulticasttreesthatapproacheshe problemin a
fundamentallydifferentway. It startsby determiningthe
idealdegreeof eachnodein the multicastsessionyith re-
spectto the objective of maximizingthe smallestresidual
degree.

To statethe stratg)y precisely we needto stretchour
definition of the residualdegreeof avertex. Let k¥ denote
themulticastsessiorfanout.First, we definea degreeallo-
cationd 4 to be afunctionfrom the verticesof a multicast
sessiono thepositive integersthatsatisfiedwo properties:
(1) >, da(v) = 2(k—1) and(2) thereareatleasttwo ver
ticesu andv with d4(u) = da(v) = 1. A partialdegree
allocationis a similar functionin which thefirst property
is replacedwith >, d4(v) < 2(k — 1). Now, definethe
residualcapacityof avertex with respecto apartialdegree
allocationd 4 asres A(v) = dpaz(v) — da(v).

We cancomputea degreeallocationthatmaximizesthe
smallestresidualdegreeasfollows.

» For eachvertex v in the multicast session,initialize

da(v) to 1.

o While }", d4(v) < 2(k — 1) selectavertex v thatmax-

imizesres 4(v) andincrementd 4 (v).

This procedureactually does more than maximize the

smallestresidualdegree. It producesthe mostbalanced
possiblesetof residualdegrees asillustratedin Figurel.

It shavs how the degree allocation increaseswith the

residualdegreeof anode.

BALANCED DEGREE ALLOCATION

Residual Degree

Fig. 1. BalancedegreeAllocation

Given a degreeallocationfor a tree, we would like to
constructatreein whichtheverticeshave theassignedie-
greesandwhich satisfieghe limit on the diameter There
is a generalprocedurefor generatinga tree with a given
degreeallocation,whichis describedelow.

The procedurebuilds a tree by selectingeligible pairs
of vertices,and addingthe edgejoining themto a setof
edgesF' that, when complete,will definethe tree. The

sparedegreeof a vertex v, is d4(v) minusthe numberof
edgesin F' thatareincidentto vertex v. At ary pointin
the algorithm, the edgesin F' definea setof connected
componentsA pair of vertices{u, v} is aneligible pair if
thefollowing conditionsaresatisfied.

« u, v arenotin thesamecomponent;

« bothu, v have sparedegree> 1;

« either thereareonly two componentsemaining,or the
summatiorof the sparedegreeof the verticesin the com-
ponentscontainingu andw is greaterthan?2.

This processis guaranteedo producea tree with the
givendgyreeallocation,andall treeswith thegivendegree
allocationare possibleoutcomesof the process.We can
getdifferentspecifictree constructionalgorithmsby pro-
viding differentrulesfor selectingthe verticesu andwv.

Onesimpleandnaturalruleis to selectthe closespairu
andw. Call thisthe ClosestPair (CP)algorithm.Sincethe
CPalgorithmdoesnothingto directlyaddressheobjective
of diameterminimization, it may not producea tree that
meetsthe diameterbound. An alternatve selectiorrule is
to selecthepair{u, v} thatresultsin thesmallestiameter
componentn the collectionof componentgonstructeds
the algorithmprogressesThis algorithmis referredto as
the CompactComponen{CC) algorithm.

One can also use a selectionrule that builds a single
tree incrementally In this rule, we considerall eligible
pairsof verticesu andw, thateitherw is in the tree built
sofar, or v is in the tree, but not both. Among all such
pairs,we pick the onethatresultsin the smallestdiameter
tree. This proceduras repeatedor every choiceof initial
vertex, andthe smallestdiametertreekept. Thisalgorithm
is thesameasthe CT algorithmdescribedefore,but with
theoriginalinputdegreeconstrainid, ., replacedwith the
muchtighterdegreeallocationd 4.

Any of the selectiorrulesdescribedwill produceatree
with the desireddegreeallocation. However, the resulting
treemaynot satisfytheboundon diameter We canreduce
thediametemof thetreesgeneratedby usingalessbalanced
degreeallocation.To reducethediameterwe canincrease
the degreeallocationof “central vertices” while decreas-
ing the degreeallocationof “peripheralvertices. Unfor-
tunately we have found that naturalstratgies for adjust-
ing degreeallocationdeadto only maiginal improvement
in the diametersof theresultingtrees. It appeardifficult
to find gooddegreeallocations,independenthof the tree
building process.We have found that a more productive
approachs to usea “loose degreeallocation” and allow
the tree-luilding processto constructa suitabletree sat-
isfying the degreelimits imposedby the looseallocation.
Loosedgyreeallocationsare derived from the most bal-
ancedallocationby allowing smallincreasei thedegrees



of vertices.

By combiningthe tree building procedurewith a spe-
cific rule for selectingeligible pairs and a procedurefor
“loosening”adegreeallocation,we candefineiterative al-
gorithmsfor the overlay multicastrouting problem. We
startwith abalancediegreeallocationandbuild atreeus-
ing that allocation. If the resultingtree satisfiesthe di-
ameterbound,we stop. Otherwisewe loosenthe degree
allocationandbuild anew tree.If thistreesatisfieghedi-
ameterbound,we stop. Otherwisewe continueto loosen
thebound stoppingwhenwefind atreewith smallenough
diametey or until a decisionis madeto terminatethe pro-
cessandgive up.

Thedeggreelooseningprocedurancreasedy 1, thede-
greeallocationof upto b verticeswhereb is a parameter
Thefirst applicationof the procedureaddsl to thedegree
allocationof the b mostcentralvertices. If incrementing
the degree allocationfor a vertex v would causeits de-
greeallocationto exceedthe degreeboundfor v, thenwv's
degreeallocationis left unchanged.A vertex u is more
centralthan a vertex v if its radius mazy,c({u, w}) <
mazyc({v, w}). Thesecondroundof the procedureadds
1 to the next b mostcentralvertices(again,solong asthis
would notcauseaheirdegreeboundso beexceeded)Sub-
sequentapplicationsaffect the degree boundsof succes-
sive groupsof b vertices,andthe processvrapsaroundto
the mostcentralvertices,after all verticeshave beencon-
sidered. The processanbe stoppedafter somespecified
numberof applicationf the degreelooseningprocedure,
or after all degreeallocationshave beenincreasedo the
smallerof their degreeboundsandk — 1 wherek is the
numberof vertices.

If we selecteligible pairsfor whichtheconnectingedge
hasminimum cost, the resultingalgorithmis called Iter-
ative ClosestPair (ICP) algorithm. If we selecteligible
pairssoasto minimize the diameterof the resultingcom-
ponentthealgorithmis calledlterative CompactCompo-
nent(ICC) algorithm.In the Iterative CompacfTree(ICT)
algorithm,we selecteligible pairs,with onevertex of each
pair in a singletree being constructedandthe other se-
lectedto minimize the tree diameter This procedureis
repeatedor all possibleinitial vertices.

An exampleexecutionof the ICT algorithmappearsn
Figure2. For simplicity, we usedgeographicatlistanceas
routing costanda diameterboundof 8000km. Initially,
the BDA output dictatesthe creationof a startopology
with New York City asthe centerwith degreeof 7; this
exceedshe diameterbound. In the secondround,the de-
greeallocationof the threenodeswith small radius,Las
Vegas,Phoenix,Louisville, is loosenedby 1; this results
in a smallerdiametertree satisfyingthe diameterbound.

New York City (7)

Washington D. C. (1

Louisville (1)

Phoenix (1)@

Miami (1)
St. Petersburg (1)

(a) LongestPath: Portland— New York — Phoenix;
Length=9416.67km

New York City (7)
@

/ Washington D. C. (1
Las Vegas (2)
ouisville (2)

Phoenix (2)

®
o Miami (1)
St. Petersburg (1)

(b) LongestPath: Portland— LasVegas— Phoenix—
Louisville — New York — St. Petershrg; Length =
7823.64km

Fig. 2. An Exampleof the ICT Algorithm with DegreeAdjust-
ment

We obsere that the actualdegreeallocationis still close
to thebalanceddggreeallocation.

IV. EVALUATION

This sectionreportssimulationresultsfor the overlay
multicastrouting algorithmsdescribedabore. We report
resultsfor threenetwork topologiesand a rangeof mul-
ticastsessiorsizes. The principal performancametric is
the multicastsessiorrejectionrate. We also evaluatethe
multicasttreediametermndcomputatiortimesof thealgo-
rithms. Comparisonsvith the CT andBCT algorithmsare
alsoincluded.

A. SimulationSetup

We have selectedhreeoverlay network configurations
for evaluationpurposesThefirst (calledthe metroconfig-
uration)hasan MSN at eachof the 50 largestmetropoli-
tan areasin the United States[10]. The “traffic den-
sity” at eachnodeis proportionalto the populationof the
metropolitanareait seres. We usea Poissonsessiorar
rival processandthe sessiorholdingtimesfollow a Pareto
distribution. Sessiorfanoutsfollow a truncatedbinomial
distribution with aminimumof 2 andmaximumof 50, and
meansvariedin differentresultsets.All multicastsessions
areassumedo have thesamebandwidth.DifferentMSNs
were assignedifferent interface bandwidths,depending



on their traffic densityandtheir location. MSNsin more
centrallocationsareassignedigherinterfacebandwidths
thanthosein lesscentrallocations sinceit is moreefficient
for multicastsessiongo branchout from theselocations
thanfrom the more peripherallocations. The assignment
of interface bandwidthat MSNs is critical to the perfor
manceof theroutingalgorithms.We have dimensionedhe
network to bestcarry a projectedtraffic load givena spe-
cific routingalgorithm. Detailsof the MSN dimensioning
procescanbefoundin [9].

Themetroconfigurationwaschoserto berepresentate
of arealisticoverlay multicastnetwork. However, like any
realisticnetworks, it is someavhatidiosyncratic sinceit re-
flectsthe locationsof populationcentersandthe differing
amountsof traffic they produce. The othertwo configu-
rationswerechoseno be moreneutral. Thefirst of these
consistsof 100 randomlydistributed nodeson a disk and
the secondconsistsof 100 randomlydistributed nodeson
the surface of a sphere. In both casesall nodesare as-
sumedto have equaltraffic densitiesIn thedisk, asin the
metro configuration,the MSN interfacebandwidthsmust
bedimensionedbut in this caseit is justa nodes location
thatdeterminests interfacebandwidth.In the spherecon-
figuration,all nodesareassignedhe sameinterfaceband-
width, sincethereis no nodethatis morecentralthanany
other

Thethreenetwork configurationsareillustratedin Fig-
ure 3. In all configurationsthe geographicatistancebe-
tweentwo nodesis taken asthe costof includingan edge
betweerthosenodesn the multicastsessioriree.

B. Comparisorof TreeBuilding Techniques

In the previous section,we suggestedhreebasictree
building techniquesselectingheclosespair (CP),select-
ing the pair thatminimizesthe componentiameter(CC),
and selectingthe pair that minimizesthe single tree di-
ameter(CT). The iterative versionsof thesealgorithms,
namely ICP, ICC and ICT, seekto satisfy the diameter
bound by looseningthe degree allocation producedby
BDA. In this section,we examinetheir performancesen-
sitivities to differentdiameterboundsandto the number
of roundsallowed for degreeadjustment.The simulation
usesthe metroconfigurationasthe network topologyand
asessiorfanoutof 10.

Figure4 shawvs the sessiorrejectionratesversusthera-
tio of the diameteiboundto the maximumintercity delay
(6000 km). In this simulation,we allow eachalgorithm
to loosenthe degreeallocationas mary roundsas possi-
ble, until it reacheshe smallerof nodes’degreeboundsor
k — 1, wherek is the sessiorsize. The horizontalline la-
beledasBDA, shawvs therejectionrateusingthebalanced

]

ooooo

(b) Disk Configuration

(c) SphereConfiguration

Fig. 3. OverlayNetwork Configurations

degreeallocationstratgy, butignoringthediameterof the
resultingtree.

Asthelargecitiesin thismaparealongthecoastahreas,
themajority of the sessionsvill spanacrosghe continent.
Therefore,it is difficult to find a multicasttree for these
sessionsvhenthediameteiboundis tight, resultingin very
high rejectionratesfor all algorithms.However, asthedi-
ameteboundis relaxed, therejectionrateimprovesfor all
the algorithms,with the iteratve algorithmsall achiezing
essentiallythe sameperformanceor diameterboundsof
morethan 1.8 timesthe maximumintercity distance.At
intermediataliametetboundsthelCT andBCT algorithm
performsbetterthanthe ICC and ICP algorithms. This
suggestshatbuilding from a singletree,asboth ICT and
BCT do, is more effective in minimizing the tree diame-
ter. The BCT algorithmdoesnot allocateits nodedegree
beforebuilding the tree; rather it seeksto maximizethe
residualbandwidthas the algorithm progress. For large
diameterbounds,BCT is not ableto reduceits rejection
rateasmuchasthealgorithmsusingbalancedlegreeallo-
cation.

Figure5 shaws therejectionratio versusthe maximum
numberof degreeadjustmentoundsallowedin ICP, ICC
andICT. Thediameterboundis fixedat 8000km for this
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simulation. In eachdegreeadjustmentound,the number
of verticesbeing adjustedis 3. Generally the ICP and
ICC algorithmsonly benefitirom the veryfirst few rounds
of degree adjustment,which allows nearbynodesto be
joined togetherto form collectionsof small forests. The
additionalroundsof degreeadjustmenthave no effect on
themandthe rejectionratesremainrelatively high. Con-
trarily, the ICT algorithm benefitsgreatly from the addi-
tional roundsof degreeadjustmentlt is ableto utilize the
increaseddggreeallocationat the centrallylocatednodes
andform smallerdiametertrees.

We concludein this subsectiorthatthe ICT algorithm,
when combinedwith the degreelooseningprocedure,is
moreeffective at producingsmall diametertreesthanICP
andICC. In therestof thispaperwe will focusourevalua-
tion mainly onthelCT algorithm.However, ICT’s greater
effectivenesscomeswith a costof addedcompleity, as
it iteratesthrougheachpossiblestartingvertex in orderto
find the besttree. We will analyzethe computationatost
of thelCT algorithmlaterin thesection.

C. PerformanceResults- RejectionRate

Figure6 shavsthesessionejectionratesversusoffered
load for a subsetof the overlay multicastrouting algo-
rithms presentecearlier The chartsalsoinclude a lower
boundon the rejectionfraction that wasobtainedby run-
ning a simulationin which a sessions rejectedonly if the
sum of the degreeboundsat all nodesin the network is
lessthan2(k — 1) wherek is the numberof nodesin the
sessiorbeingsetup. Thelower boundcurvesarelabeled
LB. Theresults labeledBDA, areobtainedusingthe bal-
anceddegreeallocationstrateyy, andignoringthediameter
of theresultingtree. We conjecturdghatthisalsorepresents
a lower boundon the bestpossiblerejectionfraction that
canbeobtainedby ary on-lineroutingalgorithm. It is cer
tainly alower boundfor algorithmsbasedon thebalanced
degreeallocationstrateyy.

For thesecharts the diameterboundfor the metrocon-
figurationis 8000 km which is approximatelyl.5 times
the maximumdistancebetweennodes. For the disk and
sphereopology the boundis two timesthe disk diameter
andthreetimesthe spherediameter;eachis abouttwice
the maximumdistancebetweenary two nodes. The to-
tal interface bandwidthfor all MSNsis 10,000timesthe
bandwidthconsumedy a single edgeof a multicastses-
siontree. So,in the spheregachMSN cansupportatotal
of 100 multicastsessioredgesandfor the metroconfigu-
ration,theaveragenumberis 200.

Overall, the resultsshav that the algorithmsthat seek
to balancdaheresidualdegreeusuallyperformmuchbetter
thanthe CT algorithm, which merely seeksto minimize
the diametersubjectto a constrainton the maximumde-
greeboundof a node(d,qz(v)). The performanceof CT
is particularly poor in the fanout20 case,sinceit tends
to createnodeswith large fanoutleadingto highly unbal-
ancedresidualdegreedistributions.

Looking dowvn each column, we see that the lower
boundincreasewith the fanout. This simply reflectsthe
factthateachsessiorconsumes larger fractionof theto-
tal interfacebandwidth.For the spheretherejectionfrac-
tion alsoincreasewith fanoutfor the BDA curve. This
makessenseéntuitively, sinceasthe fanoutgrows, oneex-
pectsit to be more difficult to find balancedtreeswith
small enoughdiameter In the disk and metro configu-
rations, it is lessclearwhy the BDA curve changeswith
fanoutasit does.Part of the explanationfor the obsened
behaior is thatthe network dimensioningprocesss based
on anassumedraffic load, andin particular an assumed
multicastsessiorfanoutof 10. Whenthe simulatedtraffic
hasthe samefanoutdistribution asthe oneusedto dimen-
sionthe network, we getsmallerrejectionrates.However,
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thereis a somavhat surprisingdeteriorationof the rejec-
tion ratefor smallfanout particularlyin themetronetwork

case.The apparentxplanationfor this is thatwith small

fanouts,we often get sessionsnvolving MSNs nearthe
eastand west coasts but nonein the centerof the coun-
try. Suchsessionsareunableto exploit the ampleunused
bandwidthdesignedinto the more central MSNs, based
on a larger averagefanout. A similar effect is obsened

with the disk, but it is more extremein the metro config-

urationbecausef the greatempopulationdensitieson the

coastsandalsothe smallerratio of the diameterboundto

the maximuminterMSN distancg1.5vs. 2).

The curves for the ICT algorithm are generallyquite
closeto the BDA curwes,leaving little apparentroom for
improvement.Therearesmallbut noticeablegapsin afew

Offered Load
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Fig. 6. RejectionFractionComparison

cases.For the metroconfiguration the gapsfor fanouts

and 20 are most probablydueto the differencebetween
the averagefanoutof the simulatedtraffic andthe fanout
usedfor dimensioning.This explanationdoesnot account
for thegapin thesphereconfigurationfor fanout20, since
in thesphereall nodeshave the sameinterfacebandwidth.
Themostplausibleexplanationseemdo bethatwith large

fanout,it just becomesntrinsically more difficult to find

treesthatsatisfythediametehound.

In threeout of the ninecaseshawvn, theBCT algorithm
performsnearlyaswell asthe ICT algorithm. Its perfor
mancerelative to ICT is worstfor the sphereandbestfor
themetroconfiguration.
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Fig. 7. End-to-endelay performance

D. PerformanceResults- TreeDiameter

Next, we investigatethe performanceof thesealgo-
rithms in termsof the tree diameterthey created. Fig-
ure 7 shaws the cumulatve distribution of the treediam-
eterscaledto the diameterboundusedin the algorithms.
Thefanoutusedhereis 10 persession.Also, we shawv in
a tablethe meanand varianceof the tree diameterusing
unscaledsalue.

We obsere that the diameterperformanceof the BCT
algorithmis asgoodasthatof the CT algorithm;the dif-
ferenceis almostindiscernible. The ICT algorithmdoes,
however, shawv a performancedegradationon the treedi-
ameter Especiallyin thesphere]CT generatesreeswith
diametemuchlargerthanthosegeneratetby theothertwo
algorithms.Thisis dueto thattraffic loadtendsto bemore
evenly distributedin the sphereandBDA is very effective
at equalizingthe available capacityat eachMSN, that it
tendsto producedegreeallocationswith large numbersof
verticesof degree2, resultingin long paths.

Thedifferentperformanceperspectie of ICT vs. BCT
suggestshatit is possibleto useBCT for applicationses-

sions that require better end-to-enddelay performance,

anduselCT algorithmfor others. Although we have not
investigatedthe systemutilization when both algorithms
aredeplored, we conjecturehatit shouldprobablydo bet-
terthanthe BCT algorithm.

E. Compleity of theICT Algorithm

Although the ICT algorithms gives superior perfor
manceon the overall systemutilization and can satisfy
the diameterboundin most casesi,t potentially hasthe
disadwantageof higher computationakcompleity, which

in reality may be hardto implement. Especiallywith a
morestringentdiameteibound,asthealgorithmcontinues
to loosenthe nodes’degreeallocationin aroundby round
basisin orderto searchfor an appropriatetree, the com-
plexity goeshigheraswell astherejectionratio.

Computation Complexity
fanout = 10, offered load = 0.75
T T

0.3

Percentage of sessions for relaxation

L
o B N W~ O
Average round of relaxation

Lo oo

17 1.8 1.9 2
Diameter bound / Disk diameter

Fig. 8. ComputationrCompleity of thelCT Algorithm

In Figure8, we plottedthecomputatiorrequirementor
the ICT algorithmon a disk topologywith sessiorfanout
equalto 10. Thetop half of the figure shawvs the percent-
ageof sessionghatrequiredegreeadjustmentandthebot-
tom half shaws the averagenumberof roundsiteratedfor
thesesessions We obsere thatthe actualnumberof ad-
ditional roundsis reasonablylow. For instancejf the di-
ameterboundis 1.7 timesthe disk diameter 10% of the
sessiongequirean averageof 2 roundsof degreeadjust-
ment. However, if thediameterboundis too stringentthe
extraroundsof degreeadjustmentio not helpmuchin re-
ducingthesessiormejectionrate(notshavn). Thereforejt



is importantto pick a suitablediametetboundfor atopol-
ogy sothatthealgorithmcanoperatemoreefficiently and
more effectively. From our experience a boundof twice
the maximumdistancebetweerary pair of nodesseento
beagoodchoicein all threenetwork configurations.

V. DISCUSSIONS

In our currentsimulationmodel,we have notconsidered
the dynamic sessionmemberships.The main difference
whenincorporatingdynamic memberjoin and leave re-
guestsjs thatwhenanodeno longerhasdirectly attached
end usershut only senesasa transitnode,therecanbe
differentchoicesaswhetherto remove thesener andif re-
move, whento remove it. The removal operationshould
besuchthatit doesnot causeary servicedisruptions.This
couldbedifficult if the nodehasa large fanout. Concev-
ably, thenodecanonly beremoved whenall its upstream
and downstreamnodesare connectedn an optimal way.
Or, we candecideto remaove anodeonly if it hasafanout
of two. In ary casethetimeit takesto stabilizethe new
connectionss crucialto the performanceyetthistime du-
rationalsodependn a variety of parameterandis hard
to simulatein a meaningfulway.

The issue of implementingthe algorithmsin a dis-
tributed fashionalso needsto be addressed. If imple-
mentedin a fully distributed fashion,the proposedalgo-
rithmsrequiresynchronizedipdateattheendof eachnode
additionto thetree,whichis potentiallyinefficientandun-
scalable. Alternatively, if it is implementedn a central-
ized way, i.e. let one of the MSNs computethe routes
andinform othersto connectasa tree, we caneliminate
mary messagexchangesandotherhazarddor statesyn-
chronizationnecessaryor a distributed computation.We
shouldpoint out thatthe centralizedversiondoesnot cre-
ate a single point of failure, as eachsessionis likely to
selecta different delegate for tree computation. More
over, asoverlaynetwork senerspotentiallyhave imprecise
informationfrom end-to-endneasurements, distributed
implementatioronly increasesherisk of computinganer-
roneoudree,suchasaloop or partitionin thetree. There-
fore, we think thata delegation-basedchemeds moreap-
propriatefor overlay network routing.

V1. RELATED WORK

TheMulticastBackbongMbone)[6], is thebestknown
and widely adopted multicast overlay network. The
Mbone is implementedas tunnelsat the network layer
and implementsdistancevector multicast routing proto-
col [11]. Otherstandardouting protocolsinclude: core-
basedtree (CBT) [12], protocol independentmulticast
(PIM) [13] and most recently sourcespecific multicast

(SSM) [14]. All of theserouting protocolshbuild short-
estpathtreesfrom datasourcesr from the corenodeof a
sessionto minimize network cost.

Thereare a numberof application-lgel multicastser
vices appearingin recentliteratures, mostly due to the
dwindling usageon the Mbone and the slow deploy/-
mentof network multicastservices.The flexibility of the
application-leel multicastservicesallow the routing pol-
icy to be changedasedon the target applicationrequire-
ment. For example,Scattercadtl5] usesdelayastherout-
ing costand builds shortestpath tree from datasources;
Overcast[4] explicitly measureswvailable bandwidthon
an end-to-endpath and builds a multicasttree by maxi-
mizing the available bandwidthfrom the sourceto there-
ceivers; and Endsystenmulticast[1] usesa combination
of delayandavailablebandwidth,andprioritizesavailable
bandwidthover delaywhenselectinga routing path.

In this paper we have definedinterface bandwidthas
our primary routing metric. The path selectionpolicies
seekto optimizetheusageof interfacebandwidthof MSNs
while satisfyingtheend-to-endlelayperformancef indi-
vidual session.As a result, our routing algorithmsdiffer
fundamentallyfrom all of theaboves.

VIl. CONCLUSIONS

In this paper we presentedseveral multicast routing
algorithmsthat are specificallydesignedfor overlay net-
works, where the routing metric and cost model differ
drasticallyfrom conventionalnetworks. We addresghese
differencegnainly astwo parameterstoad balancingand
end-to-enddelaybound. Our evaluationshaved thatit is
possibleto achieve a large gain on the systemutilization
without sacrificingmuch on the end-to-enddelay perfor
manceand the algorithmsare robust undertraffic varia-
tionsandtopologyvariations.

As the overlay network conceptis applicablein mary
areasthereare morevarietiesin the actualrouting algo-
rithms,asthey haveto considemary differentparameters,
suchasfaulttoleranceandrouteredundang We hopeour
work will provide somegroundwork for future algorithm
designandevaluations.
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